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Abstract
Purpose – There is abundant literature analyzing the determinants of banks’ profitability through its main
component: the net interest margin. Some of these determinants are suggested by seminal theoretical models
and subsequent expansions. Others are ad-hoc selections. Up to now, there are no studies assessing these
models from a Bayesian model uncertainty perspective. This paper aims to analyze this issue for the EU-15
countries for the period 2008-2014, which mainly corresponds to theGreat Recession years.
Design/methodology/approach – It follows a Bayesian variable selection approach to analyze, in a first
step, which variables of those suggested by the literature are actually good predictors of banks’ net interest
margin. In a second step, using a model selection approach, the authors select the model with the best fit. Finally,
the paper provides inference and quantifies the economic impact of the variables selected as good candidates.
Findings – The results widely support the validity of the determinants proposed by the seminal models,
with only minor discrepancies, reinforcing their capacity to explain net interest margin disparities also during
the recent period of restructuring of the banking industry.
Originality/value – The paper is, to the best of the knowledge, the first one following a Bayesian variable
selection approach in this field of the literature.
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1. Introduction and motivation
Since the outbreak of the financial crisis more than a decade ago, several factors have
narrowed banks’ net interest margin of new operations, which is their main source of
earnings. This indicator corresponds to the difference between the interest rates that banks
charge for new loans granted and the interest rates that they pay for new deposits. Central
banks implemented expansive monetary policies to mitigate the negative effects of the
crisis, resulting in a long-lasting period of low (or even negative) interest rates.
Consequently, net interest margins have been severely affected. This is due to the existence
of an effective lower limit on the remuneration of deposits – customers are not expected to
accept a negative deposit interest rate – that makes difficult to transfer the decline in interest
rates to the interest on deposits. Consequently, the financial margins narrow (Borio et al.,
2017; Cruz-García and Fern�andez de Guevara, 2020; Angori et al., 2019), among others.

In addition, competitive conditions in the banking industry have changed. In Europe, the
progress toward the banking union may have affected banks’ margins negatively through
increased competition. However, the same restructuring process of the banking sector in
most of the European Union (EU) countries has led to augmented concentration in the
banking industry, increasing banks’ market power. In fact, in a press release in May 2018
the European Central Bank (ECB) reported that market concentration increased remarkably
since the start of the restructuring process in 2008, reaching a historical maximum in 2017.
The greater concentration of banking activity can be detrimental to long-term competition,
as the increase in concentration might spur banks’ margins through greater market power.
In this turbulent scenario, the understanding of the determinants of banks’ net interest
margins is, therefore, particularly interesting.

One of the seminal and most widely used models to analyze this issue was developed by
Ho and Saunders (1981). In that model, banks are considered risk-averse dealers in the credit
market, acting as intermediaries between demanders and suppliers of lendable funds. This
model assumes that the optimum pure bank interest margin depends on the banking market
structure (intensity of competition), the degree of risk aversion of the bank, the average size
of banks’ transactions and the volatility of the interest rate. This seminal model has been
subsequently expanded. McShane and Sharpe (1985) changed the source of interest rate risk
from the risk of the interest rates of loans and deposits to the uncertainty in the money
markets. Allen (1988) expanded the model by incorporating different types of loans.
Angbazo (1997) included credit risk in addition to interest rate risk. In a subsequent
expansion, Maudos and Fern�andez de Guevara (2004) included the operating costs and
Carb�o and Rodríguez (2007) extended the theoretical model by incorporating the importance
of non-traditional activities [1]. Entrop et al. (2015) modified the model by including different
types of assets in terms of their maturity and, finally, Cruz-García and Fern�andez de
Guevara (2020) included the capital requirement and the deposit insurance premium.

Although the Ho and Saunders’ (1981) framework is not the only model analyzing the
determinants of banks’ net interest margin [2], it has been the most used by the specialized
literature. Accordingly, the number of empirical contributions using that framework and its
subsequent expansions is vast. Some of them includeWilliams (2007), who follows McShane
and Sharpe (1985) to analyze the determinants of net interest margin in Australia and the
differences between domestic and foreign banks between 1989 and 2001. Following Carb�o
and Rodríguez (2007), Lepetit et al. (2008) analyze the effect of non-traditional fee-based
activities on net interest margins. Nguyen (2012) focuses on the determinants of net interest
margin and the determinants of the margin derived from non-traditional activities. Other
studies have used expansions of the Ho and Saunders’ (1981) model (generally those by
Angbazo (1997) and Maudos and Fern�andez de Guevara (2004)) to assess banks’margins in
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particular countries or geographical areas. This list includes among others, Kannan et al.
(2001) for India; Fern�andez de Guevara (2004) for Spain; Doliente (2005) for four Southeast
Asian countries; Liebeg and Schwaiger (2006) for Austria; Claeys and Vander Vennet (2008)
for a comparison between Central and Eastern Europe and Western Europe; Zhou and
Wong (2008) for China; Maudos and Solís (2009) for Mexico; Lin et al. (2012) for Asian banks;
Saad and El-Moussawi (2012) for Lebanon; Amuakwa-Mensah and Marbuah (2015) for
Ghana; and Birchwood et al. (2017) for Central America and the Caribbean. Apart from the
theoretical models in which they are based on, these papers have in common their
econometric approach, relying on the frequentist branch of the statistical theory. Moreover,
their findings generally corroborate the theoretical predictions. However, recent studies such
as Bustos-Contell et al. (2019) argue that the fundamentals regarding the determinants of the
net interest margin might have changed. In this context, further research is justified.

Against this background, this paper pursues a twofold objective. First, it aims to assess
from a Bayesian perspective if the variables postulated by the Ho and Saunders’ (1981)
seminal model, its two most followed expansions (Angbazo (1997) and Maudos and
Fern�andez de Guevara (2004)) and other variables that are included traditionally ad-hoc by
the literature are actually good predictors of the net interest margin. This framework is the
most widely used in the literature on banks’margins [3].

Despite the models are theoretically well-grounded and the results from empirical
applications are mostly aligned with the models’ predictions, their assessment from a
Bayesian model uncertainty perspective can help to reinforce their position in the literature
as appropriate benchmark models. The use of Bayesian statistics has become a relatively
common practice in other fields of the economic literature. For instance, considering the field
of economic growth and after a long list of empirical papers following the models derived
from the growth theories developed in the early nineties, authors such as Ciccone and
Jarocinski (2010) and Crespo-Cuaresma et al. (2014) have contrasted their validity/
robustness following Bayesian model uncertainty approaches. Similarly, Camarero et al.
(2015) analyzed the determinants of the energy consumption – growth link, Camarero et al.
(2019) used a similar strategy to analyze the determinants of foreign direct investment and
Hortas-Rico and Rios (2019) focused on the drivers of income inequality. Bayesian methods
have also been used in the banking field, although there are fewer contributions. For
instance, Feng and Serletis (2010) measure banks’ productivity and efficiency for large
American banks. Assaf et al. (2011) analyze the productivity and efficiency of Japanese
Shinkin banks [4], while Assaf et al. (2013) examine the productivity and efficiency of
Turkish banks. Other authors such as Baele et al. (2015) analyze the driving factors of equity
returns for US banks and Tsionas et al. (2018) examine for a panel of US commercial banks
the relationship between firms’ cost efficiency and market power. More recently, Delis et al.
(2020) estimate a model of management practices as an unobserved input in a standard
production function for all US banks. However, the use of Bayesian techniques in the
evaluation of banks’ net interest margins is, to the best of our knowledge, still non-existent.

As a second contribution, and after analyzing which determinants can be considered as
good predictors of the net interest margin, the paper reports inference results for the model,
which best explain our variable of interest. As it is common in Bayesian methods, inference
is provided in terms of complete probability distributions, the so-called posterior densities,
which are more informative than the point estimates from the frequentist analyses, based on
the average impact and its statistical significance (p-values), whose validity needs from the
compliance of strong assumptions.

The analysis is carried out for a wide sample of 3,316 banks from the EU-15 countries for
the period 2008-2014. The empirical exercise proceeds as follows. We first analyze which
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determinants have power to explain disparities in the net interest margin via Bayesian
variable selection. After that, we carry out a model selection by proposing different models
including the variables selected in the first step together with different combinations of
bank, country and time effects and provide Bayesian inference for the model with the best
explanatory capacity. In particular, the computational challenges derived from this exercise
are overcome by using integrated nested Laplace approximations (INLA). The results
confirm that the variables postulated by the seminal model and the two analyzed
expansions are good predictors of the net interest margin. However, results slightly differ
when the model incorporates ad-hoc variables traditionally used by the previous literature.
Regarding the inference part, our results are generally aligned to contributions using
alternative methodological approaches, with very few exceptions. Nonetheless, our
Bayesian approach based on posterior probabilities enables a more complete study of their
impact.

The remainder of the paper is structured as follows. Section 2 explains the methodology.
Section 3 describes the sample and defines in detail all the variables and their construction.
Section 4 reports and discusses the results and, finally, Section 5 concludes.

2. Methodology
Before explaining in detail the methodology it is worth mentioning that the approach to
variable selection adopted in this paper is related to the Bayesian model averaging (BMA)
approach by Fern�andez et al. (2001). A recent review of the approach and its importance in
the field of Econometrics can be found in Steel (2017). The idea behind this approach is to
select the best model to describe a given output, among all the possible ones. Of course, there
exist other variable selection methods. This is the case, for instance, of penalized regression
methods (Bayesian or frequentist) such as Lasso (Tibshirani, 1996). However, these are not
exactly variable selection methods but what is called model dimension reduction
approaches, where the goal is to reduce the dimensionality of a model by shrinking some of
the coefficients to zero.

2.1 Bayesian variable selection
Bayesian methods depart from the establishment of a likelihood function and a prior
distribution, the latter reflecting the previous knowledge of the annalist about the unknown
parameters. Then, the Bayes Theorem is used to update the prior knowledge. Formally,
given an unknown parameter u and the observed dataD, this process can be expressed as:

p u jDð Þ ¼ LD uð Þp uð Þ
m Dð Þ (1)

where p (u ) and p u jDð Þ summarize the prior and posterior believes about u , respectively;
LD(u ) is the likelihood for u given the data; finally, m Dð Þ is the integrated likelihood,
expressed as:

m Dð Þ ¼
ð
H
LD uð Þp uð Þd uð Þ (2)

In the particular problem of variable selection, the annalist considers a set of p variables that
are potentially related to the output of interest. Each possible subset of these variables
represents a different model among all the potential candidates. The final objective is the
analysis of the goodness of fit of a total of 2p models to decide which is the model that best
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fits our data. Specifically, assuming that the response variable is normally distributed, each
competing model Mi for i = 0,. . ., 2p�1 relates the response variable to a subset of ki
covariates such as:

y ¼ a0X 0 þX ibi þ e; e�Nn 0;s 2I
� �

(3)

where y is the n dimensional vector of observations for the response variable; e is a white
noise error; X0 is a n � k0 design matrix of fixed covariates (present in all models) with
associated vector of effects a0;Xi is the n� ki design matrix containing potential covariates
with bi being the ki vector of effects. In case there are no fixed variables (as in our case),
covariates in X0 are usually a n dimensional vector of ones and so a0 represents the
intercept.

To perform model selection in this scenario using the Bayes’ rule, we consider the
unknown u in expression (1) to represent the theory better explaining data across a potential
set of them. In particular, for each modelMi, using the Bayes’ rule:

P MijDð Þ / LD Mið ÞP Mið Þ (4)

where P(Mi) reflects the prior knowledge aboutMi being the “true”model and:

LD Mið Þ ¼
ð
H
LD a0;bi;sð Þp i a0; bi;sð Þd a0;bi;sð Þ: (5)

Notice that LD (a0,bi,s ) represents the likelihood under Mi and we need to define prior
distributions for the unknown parameters within each model p i (a0,s ,bi,) and p0(a0,s ).
Following this notation we refer to a0,s as the common parameters, as they are present in
every model and to bi as the extra parameters, as they change across models.

Departing from this approach, we follow Camarero et al. (2015) to compute the posterior
inclusion probability of each potential covariate, i.e. the probability of a covariate being in
the “true”model after the dataD are observed. Formally:

p xl jDð Þ ¼
X

fMi: xl2Mig
P MijDð Þ; l ¼ 1; 2; . . . p: (6)

As shown in Camarero et al. (2015), posterior probabilities of the entertained modelsMi can
be calculated exactly departing from expression (4) as:

P MijDð Þ ¼ Bi0 P Mið ÞX2p�1

j¼0
Bj0 P Mj

� � ; (7)

where Bi0 is a measure of the information contained in the data in favor of model Mi and
against the model M0 (the one containing only the fixed covariates in X0). This quantity is
known as the Bayes Factor (Kass and Raftery, 1995) and it is calculated as the ratio of the
integrated likelihood under each model:

Bi0 ¼ LD Mið Þ
LD M0ð Þ ;

where LD (Mi) is as in expression (5) for i= 0,. . .,2p�1.
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2.1.1 Prior over the model space P (Mi). Scott and Berger (2010) show how these
probabilities can serve as a multiplicity control tool, which is particularly needed in
scenarios like variable selection, with huge model spaces. Indeed, Scott and Berger (2010)
argue that it is important to account for the increasing number of models, and hence, for the
difficulty of detecting influential covariates when p and, presumably the background noise,
grow.

As Scott and Berger (2010) point out, a standard practice in variable selection is to assign
probability q to each variable being in the model and consider their inclusion in a model as
exchangeable Bernoulli trials. That is:

P Mijqð Þ ¼ qki 1� qð Þp�ki : (8)

A fixed value of q (independent of p) does not control for multiplicity. For instance, selecting
q = 1/2 gives the same results than giving an equal prior probability to each model. Scott
and Berger (2010) show that treating q as an unknown parameter and allowing learning
from the data results in an automatic penalty for multiplicity. Choosing a uniform prior for q
in expression (8) and integrating it out results in:

P Mlð Þ ¼ 1
pþ 1

p
kl

� ��1

: (9)

It is worth mentioning that the prior distribution in expression (9) is equivalent to setting a
uniform prior to each dimension k (from 0 to p), that is P(k) = 1/(p þ 1) for k = 0,. . ., p and

then dividing this probability equally among the
p
k

� �
models of dimension kl = k. This

proposal results in marginal prior inclusion probability of 1/2 for each variable, the same as
the one for the constant prior P(Mi) but the behavior is very different because of the way of
apportioning the probability amongmodels.

2.1.2 Prior distribution for model-specific parameters. Prior distribution for model-
specific parameters are the most problematic element in this setting and the literature on
this issue is extensive (Bayarri et al., 2012; Liang et al., 2008; Zellner and Siow, 1980, 1984;
Zellner, 1986).

In particular, we consider the Jeffreys-Zellner-Siow approach, this is:

p i b0; bi;sð Þ ¼ p b0;sð ÞpR
i bijb0;sð Þ ¼ s�1 �

ð1
0
Nki bij0; gRið Þ pi gð Þ dg;

where Ri ¼ Cov b̂i

� �
¼ s 2 V t

iV i

� ��1
is the covariance of the maximum likelihood

estimator of b iwith:

V i ¼ I n �X0 X t
0X 0

� ��1
X t

0

� �
X i;

and pi(g) is a Cauchy distribution over the hyper parameter g.
To perform the analysis we consider the R-package BAS (Clyde, 2018). In particular, we

use the function bas.lm to obtain the posterior inclusion probabilities (PIPs) of the potential
covariates [5].
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2.2 Bayesian inference using integrated nested Laplace approximations
Regarding the computational challenges related to Bayesian inference, some of the most
used solutions are Monte Carlo Markov Chain methods (MCMC) (Carlin and Louis, 2000) or
the Laplace Integration, which is implemented in the INLA software (Wang et al., 2018),
available in the software (R Core Team, 2019). We adopted the second alternative, as it offers
several computation advantages in front of MCMC.

Apart from the effect of potential covariates, time and space can affect any process of
interest. In particular, every bank can perform differently because of different business
strategies. Also, the economic situation can change with time affecting the level of the net
interest margin. Finally, despite some regulatory aspects are common to all sample banks
(Basel III), some aspects can be country-specific, thus being necessary to account for country
effects too. To account for these effects, we can incorporate random effects to our linear
models. Random effects are useful tools (as shown in Baltagi (2008)), which can reflect
temporal or spatial structures in the data or just account for the independent performance of
different banks or countries.

In particular, we consider three different random effects:
� A year effect t = 2008,. . ., 2014 defined as an order one random walk, and thus

meaning that for each year the value of the effect is centered at the previous year:

at �N at�1;s
2
a

� �
;

with at being the random effect of year t. It is important to highlight that this modeling of the
year effect allows for incorporating the dynamics of the net interest margin considering that
its residual value (after taking into account other relevant variables) may not be far from the
one in the previous year.

� An independent random effect per bank bi for i = 1,. . ., 3316

bi �N 0;s 2
b

� �
;

accounting for an independently different base level of the net interest margin for each bank.
� An independent random effect per country ci for i = 1,. . ., 15

ci �N 0;s 2
c

� �
;

reflecting different base levels of the net interest margin in each country.
Considering all these random effects, the model to be estimated is:

y ¼ X *b* þAa þ Bb þ Cc þ e; (10)

whereX* is the design matrix resulting from the variable selection step described in Section
2.1 with associated effects b*; A is a n � 7 design matrix with dummy variables indicating
the year of each observation and a = (a1,. . ., a7) is the vector of all the random effects
associated to the seven years considered; equivalently B, C, indicate the bank and the
country of each observed value in y and b and c their respective random effects. Finally e�
Nn (0, s

2 I ) represents a white noise measurement error.
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The inclusion of this type of effects usually produce a non tractable expression form Dð Þ,
something that is solved by using INLA. It uses the Laplace approximation to the integral in
m Dð Þ, using Taylor’s series expansions as shown in Rue et al. (2009) [6]. Specifically, we fit
the 23 = 8 resulting models from combining a, b and c with the selected covariates in the
previous step. Then, the best model is selected using the Watanabe Akaike information
criterion (WAIC) developed by Watanabe (2010). This information criterion takes into
account posterior densities to provide a measure of the goodness of fit of the model. The
lower the WAIC, the better the model (see, for the description of other information criteria,
Gelman et al., 2014). For the model that best fits our statistical problem, we apply INLA to
obtain summaries of the posterior distributions of the unknown parameters of interest.
Then, we interpret the result in economic terms using this posterior inference.

3. Empirical framework
3.1 Sample, data and sources
The analysis is carried out using a sample of 3,316 banks from the EU-15 [7] countries for
the period 2008-2014. This sample was selected based on two criteria. First, regarding the
geographical component, the EU-15 is homogeneous in terms of monetary policy and
banking regulation, centralized in the ECB. Second, concerning the temporal period,
although the analysis cannot be extended beyond 2014 due to data availability problems,
our period corresponds to the economic crisis years, when the banking industry faced the
restructuring process, featured by more restrictive regulations that tightened the
competitive conditions, whichmakes our analysis particularly interesting.

The source for the bank-specific characteristics is the Bureau Van Dijk’s BankScope
database, where all the monetary magnitudes are expressed in thousands of euros. We used
consolidated financial statements when possible. This decision was made because the
consolidated financial statements are more suitable to measure the overall position of the
entity, as both parent and subsidiaries conform a single economic entity. In some cases,
however, this information is not available and we were obliged to use unconsolidated
information, which is a common practice in the literature in these cases. Interest rates data
come from the OECD database [8]. We provide in the following section a detailed description
of all the variables included.

3.2 Variables description
The dependent variable is the net interest margin per unit of asset, defined as the difference
between revenue and financial costs in relation to total assets. This variable reflects the
difference between the interest charged by banks to their clients for loans and the interest
paid for their deposits. The variables used to explain net interest margins are those
postulated by the seminal paper by Ho and Saunders (1981), together with those in some
subsequent extensions and other variables included ad-hoc in most of the previous empirical
studies. As commented in the introduction, we consider two of the most contrasted
extensions of the seminal model so far, namely Angbazo (1997) and Maudos and Fern�andez
de Guevara (2004). The seminal model by Ho and Saunders (1981) includes as explanatory
variables market power, risk aversion, average size of banks’ transactions and interest rate
risk. The extension by Angbazo (1997) incorporates credit risk and the interaction between
interest risk and default risk. The extension by Maudos and Fern�andez de Guevara (2004)
adds to that framework the average operating costs. Finally, the implicit interest payments,
management quality and liquid reserves are traditional ad-hoc variables. All these variables
are explained in detail below.
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3.2.1 Ho and Saunders’ (1981) baseline model
3.2.1.1 Market power (Lerner index). Market power is proxied by the Lerner index,
estimated at the bank level as follows:

Lerner indexi ¼ Pi � CMi

Pi
(11)

where the price of the banking output (Pi) is approximated by the ratio of total revenues to
total assets. Total assets (TAi) are used as an indicator of banking activity following
Maudos and Fern�andez de Guevara (2004) and Carb�o et al. (2009), among others. The
marginal cost (CMi) of banking production is calculated from the following translogarithmic
cost function [9]:

lnCit ¼ a0 þ a1lnTAit þ 1
2
ak lnTAitð Þ2 þ

X3
j¼1

b jlnwjit

þ 1
2

X3
j¼1

X3
k¼1

b jklnwjit lnwkit þ 1
2

X3
j¼1

g jlnTAit lnwjit þ m 1Trend

þ 1
2
m 2Trend

2 þ m 3Trend lnTAit þ
X3
j¼1

d jTrend lnwijt þ �i þ uit

(12)

where C stands for total costs (both financial and operating costs) and w are the prices of the
three inputs, measured as follows:

w1 : Price of labor ¼ staff costs = total assets
w2 : Price of capital ¼ operating costs except staff costsð Þ = fixed assets
w3 : Price of deposits ¼ financial costs = deposits

As indicated by Koetter et al. (2012), the conventional approach to compute the Lerner index
assumes perfect technical and allocative efficiency. However, operating costs and efficiency
may vary depending on the economic environment in which banks operate (Chaffai et al.,
2001) and also over time. As banks are expected to adapt internally to these changing
conditions, the cost function is estimated including bank fixed effects (�). In addition, a trend
(Trend) is included to capture the technical change over time. The Lerner index ranges
between zero and one. The higher the index the greater the market power. The expected sign
is positive, given that increasedmarket power allows for setting larger interest margins.

3.2.1.2 Risk aversion. The degree of risk aversion is measured following the McShane and
Sharpe’s (1985) approach, defined as the ratio between the total equity of the bank and its total
assets. The expected sign is positive, as more risk averse banks set higher margins [10].

3.2.1.3 Size. The logarithm of the total assets is used as a proxy for the size of bank
operations. The expected sign of this variable, according to the theoretical model, is positive.
Larger banks can be perceived by their clients as less risky because they are too big to fail,
being able to accept lower interest rates on their deposits and, therefore, margins can be
greater for large banks.

3.2.1.4 Interest rate risk. Interest rate risk is usually proxied by the volatility of a
representative interest rate in the money market. In particular, we use the coefficient of
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variation of the three-month interbank interest rate, calculated with monthly data. We
consider the coefficient of variation as a better proxy than the standard deviation, as it
collects not only the volatility but also the level of the interest rates. The expected sign of the
relationship between this variable and the net interest margin is positive, given that greater
volatility implies greater risk and, therefore, the bank will set a higher margin in the attempt
to compensate that risk.

3.2.2 Extension by Angbazo (1997)
3.2.2.1 Credit risk. The default risk obliges banks to include an implicit risk premium in the
interest rates that they charge for their operations. As a proxy for this risk we use the ratio
between provisions and the volume of credit granted. The expected sign of this variable is
positive, as the higher the default risk the higher the provisions made by the bank.

3.2.2.2 Risk interaction. Interaction between credit risk and interest rate risk, computed
as the product of the variables that approximate the two risks.

3.2.3 Extension by Maudos and Fern�andez de Guevara (2004)
3.2.3.1 Average operating costs. This variable is proxied by the ratio between total
operating costs and total assets. As the net interest margin should cover, at least, the
operating costs, the expected sign is positive, as the model predicts that banks transfer
higher costs to the final clients through increased margins.

3.2.4 Ad-hoc determinants
3.2.4.1 Reserves. The liquid reserves maintained by a bank are approximated by the ratio
between these reserves and the total assets. As the maintenance of liquid reserves supposes
an opportunity cost for the bank by refusing to invest in more profitable assets, the expected
sign of this variable will depend on whether the bank is able to transfer this opportunity cost
to its clients (positive sign) or not (negative sign). Moreover, reserves represent a source of
balance sheet stability.

3.2.4.2 Implicit payments. Banks, in addition to pay an interest rate for their deposits,
may offer other services associated with them for which sometimes obtain an implicit
remuneration (paying a lower interest rate) rather than explicit remuneration (charging a fee
for the service provided). Following the previous literature, to proxy this variable we use the
operating expenses net of non-interest revenues as a percentage of total assets. The expected
relationship between this variable and net interest margin is positive, as higher implicit
interest payments imply higher operating costs, which have to be compensated setting a
greater net interest margin.

3.2.4.3 Efficiency. The efficient management of a bank implies the choice of the most
profitable assets and the deposits with the lowest costs. To proxy this variable the ratio
between operating expenses and ordinary margin is used. The lower the ratio, the more
efficient the bank is. Therefore, the expected sign of this variable is negative, as more
efficient banks enjoy higher net interest margins.

3.3 Descriptive statistics
Figure 1 shows both the level and the evolution of the net interest margin weighted by total
assets over the analyzed period. A decline is observed between 2008 and 2012, followed by a
faster recovery in the past two years analyzed [11]. For the rest of variables included in the
analysis, Table I reports some descriptive statistics.

Figure 2 displays a correlation matrix. Considering bilateral correlations between the net
interest margin and the potential explanatory variables, we observe positive correlations
with market power (Lerner index), risk aversion, credit risk, average costs, implicit payments
and reserves. In contrast, size shows a negative correlation with the dependent variable. The
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variables efficiency and interest rate risk have a weak correlation with our variable of
interest.

4. Results
This section summarizes the results of the application of the Bayesian techniques explained
in the methodological section. We first evaluate, which of the potential determinants of the
net interest margin are actually good predictors. To that end, we consider four scenarios.
The first includes only the seminal Ho and Saunders’ (1981) variables; the second adds the
variables of the extension by Angbazo (1997); the third incorporates the variables of the

Figure 1.
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Note: The graph shows the evolution of the net interest margin weighted by total
assets

Table I.
Descriptive statistics

Variable Description Mean Sd
First

quartile Median
Third
quartile

Net interest margin
(%) Net interest margin/total assets 0.0218 0.0069 0.0183 0.0220 0.0253
Lerner index Composite indicator 0.2449 0.0907 0.1826 0.2358 0.2975
Risk aversion (%) Equity/total assets 0.0853 0.0379 0.0596 0.0779 0.1017
Size Logarithm of total assets 13.9187 1.9621 12.5557 13.7215 14.9359

Interest rate risk
Coefficient of variation of the three-month
interbank interest rate 0.2693 0.1961 0.1092 0.1907 0.4528

Credit risk (%)
Provisions for insolvencies/volume of
credit granted 0.0055 0.0103 0.0015 0.0046 0.0088

Risk interaction Interest rate risk x credit risk 0.0015 0.0032 0.0002 0.0008 0.0019
Average costs (%) Operating costs/total assets 0.0204 0.0068 0.0166 0.0204 0.0240
Implicit payments
(%)

(Operating expenses-non-interest income)/
total assets 0.0119 0.0056 0.0089 0.0122 0.0150

Efficiency Operating expenses/operating income 0.6720 0.1259 0.6042 0.6763 0.7471
Reserves (% total
assets)

Liquid reserves (cash and bank deposits)/
total assets 0.0166 0.0177 0.0067 1.3380 2.0826

Note: The source for the bank-specific characteristics is the Bureau Van Dijk’s BankScope database, where
all the monetary magnitudes are expressed in thousands of euros
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Maudos and Fern�andez de Guevara’s (2004) extension; and the fourth adds variables not
included in the theoretical models but commonly used by the previous literature. As
commented in the introduction, this last scenario is a common framework in the specialized
literature. In a second step, we consider different models including the variables that
survived the first step – i.e. the robust determinants, combined with different effects (bank
level, country level and year) and assess their explanatory capacity. Finally, we provide
inference results for the parameters of the model with the best fit.

4.1 Selection of the determinants of bank net interest margin
Table II reports the results for the variable selection. The first column suggests that all the
variables of the seminal model by Ho and Saunders (1981) have an inclusion probability
equal to 1. This result provides strong support on the adequacy of Ho and Saunders’ (1981)
determinants to explain net interest margin disparities. When assessing the first expansion
by Angbazo (1997) (second column), we observe that all of the variables are included with
inclusion probabilities of 1, except for the case of risk interaction, for which the inclusion
probability is slightly lower (0.693). The third column shows the results when the variable
average costs is included following Maudos and Fern�andez de Guevara (2004). In this case,

Figure 2.
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all the variables have a high probability of inclusion, with the exception of risk interaction,
whose probability of inclusion is only 0.198. Finally, regarding the most comprehensive
model, which includes also other variables commonly used in the empirical literature, the
variables size and credit risk have very low probabilities of inclusion. However, the result for
the latter variable is fully determined by the inclusion of risk interaction. Given that the
results suggest that it should be included in the model, we decided to maintain also credit
risk to better interpret the interaction effect. Therefore, the only variable excluded from this
more comprehensive model is size. A potential explanation is that the variable is highly
correlated with other variables in the model, especially with implicit payments (negative
correlation) and therefore the effect of size can be captured by this latter variable. The rest of
results suggest that the seminal model by Ho and Saunders (1981) and its extensions
analyzed in this study (Angbazo, 1997 and Maudos and Fern�andez de Guevara, 2004) are
validated in a framework of model uncertainty and using Bayesian variable selection.

Departing from the most comprehensive scenario (fourth column of Table II), alternative
specifications are formulated including different combinations of individual bank, country
and time effects. As mentioned in Section 2, to select our baseline specification for which
inference will be provided we rely on the WAIC, obtained using INLA and summarized in
Table III. Considering that the lower the WAIC, the better the model, we choose Model 8
which includes, in addition to the variables considered in the variable selection, independent
effects for bank and country as well as an order one autoregressive, AR(1), year effect.

4.2 Inference for the determinants of bank net interest margin
As it is common when applying Bayesian methods, inference results are provided in terms
of posterior probability distributions of the estimated model parameters. Table IV reports
the summary of the distributions for all the variables in Model 8 obtained using INLA,
whereas Figure 3 displays the graphical counterparts.

Regarding the variables from the seminal model by Ho and Saunders (1981), the market
power (Lerner index), shows a positive impact (associated average regression parameter b
= 0.0177), as the theoretical model predicts. Its standard deviation is remarkably small,
indicating that the estimated effect is relatively accurate. This result implies that banks with
more market power set higher interest margins. The result is consistent with that obtained
by Maudos and Fern�andez de Guevara (2004) for the main European banking sectors,

Table II.
PIPs for the net
interest margin
determinants

Variable Seminal model Extension (I) Extension (II) Ad-hoc variables

Lerner index 1.000 1.000 1.000 1.000
Risk aversion 1.000 1.000 1.000 1.000
Size 1.000 1.000 1.000 0.164
Interest rate risk 1.000 1.000 1.000 1.000
Credit risk – 1.000 0.988 0.086
Risk interaction – 0.693 0.198 1.000
Average costs – – 1.000 1.000
Implicit payments – – – 1.000
Efficiency – – – 1.000
Reserves – – – 1.000

Notes: The table reports the results for the variable selection. The seminal model is the model of Ho and
Saunders (1981), the Extension (I) corresponds to the extension by Angbazo (1997) and the Extension (II) is
that by Maudos and Fern�andez de Guevara (2004). PIPs above 0.5 indicate high probability of inclusion
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Cruz-García and Fern�andez de Guevara (2020) for OCDE countries and Angori et al. (2019)
for the euro area, etc. The variable risk aversion has also a positive impact (b = 0.008),
suggesting that more risk averse banks set higher interest margins. In both cases, the entire
probability distribution is positive. The result is in line with Maudos and Fern�andez de
Guevara (2004) for European banks and Maudos and Solís (2009) for the Mexican banking
sector. However, interest rate risk has a negative effect on the net interest margin, which is
against the theoretical model predictions.

The regression coefficients for credit risk and the risk interaction (variables included in
the Angbazo’s, 1997 extension) have the predicted positive sign. This indicates that the
banks with higher credit risk set higher interest margins, as they include a risk premium.
The average costs, added in the expansion byMaudos and Fern�andez de Guevara (2004) also
have the expected positive effect, suggesting that banks bearing higher operating expenses
need to set higher margins to cover them. These results are also in line with Maudos and
Fern�andez de Guevara (2004) and Cruz-García and Fern�andez de Guevara (2020).

Table III.
Results for model
selection

Model Year effect Bank effect Country effect WAIC

Model 1 No No No �114,880.48
Model 2 Yes No No �115,256.42
Model 3 No Yes No �116,899.53
Model 4 No No Yes �115,758.89
Model 5 Yes Yes No �117,155.56
Model 6 Yes No Yes �116,131.57
Model 7 No Yes Yes �116,960.34
Model 8 Yes Yes Yes �117,204.25
Observations 10,210 10,210 10,210

Notes: The table reports the results for model selection. The models include all the surviving variables
from the variable selection and different combinations of effects (bank, country and year). The best model is
selected using the WAIC. This information criterion takes into account posterior densities to provide a
measure of the goodness of fit of the model. The lower the WAIC the higher the explanatory capacity of the
model

Table IV.
Posterior
probabilities for
variables included in
the selected model
(Model 8)

Variable Mean Sd Q 0.025 Median Q 0.975

Intercept 0.0150 0.0009 0.0131 0.0150 0.0168
Lerner index 0.0177 0.0007 0.0162 0.0177 0.0192
Risk aversion 0.0080 0.0011 0.0059 0.0080 0.0101
Interest rate risk �0.0020 0.0004 �0.0027 �0.0020 �0.0012
Credit risk 0.0120 0.0047 0.0028 0.0120 0.0212
Risk interaction 0.0351 0.0150 0.0058 0.0351 0.0645
Average costs 0.3792 0.0081 0.3632 0.3792 0.3952
Implicit payments 0.8759 0.0091 0.8580 0.8759 0.8937
Efficiency �0.0249 0.0005 �0.0259 �0.0249 �0.0238
Reserves �0.0087 0.0019 �0.0125 �0.0087 �0.0049

Notes: The table reports the summary of the posterior distributions for all the selected variables in Model 8
obtained using INLA. Model 8 includes bank, country and year effects. Q 0.025 and Q 0.975 refer to
quantiles 2.5 and 97.5 of the posterior distribution of the variables, respectively
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Finally, with respect to the variables included ad-hoc, the implicit payments have a notable
positive impact on the net interest margin, while efficiency and reserves show a negative one.
These results imply that higher implicit payments translate into a greater margin, as they
imply a greater cost that the bank should cover. Also, it means that banks cannot translate
the opportunity cost of maintaining higher liquid reserves to their clients. Finally, the results
also suggest that more efficient banks (better managed) enjoy larger margins (remember
that the lower the variable the more efficient the bank is). The results for the ad-hoc
variables are also in line with those obtained by Cruz-García and Fern�andez de Guevara
(2020) [12].

To better quantify the impact of the determinants of net interest margin, Figure 4 shows
the estimated change in that variable associated with variations from percentile 2.5 to
percentile 97.5 of each explanatory variable. To do that, we take the posterior mean of the
associated effect andmultiply it by the variation of the specific variable. The largest impacts
are found for implicit payments (positive) and efficiency (negative), with median estimated
effects of 0.017 and �0.017, respectively. Other variables with relative large impacts are

Figure 3.
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average costs (0.007) followed by the Lerner index (0.004). The remaining variables have
more modest impacts.

5. Conclusions
This paper has analyzed the potential determinants of the main source of banks’
profitability, the net interest margin. The literature dealing with this issue is abundant,
although there is still room for contributions such as that by this paper, which comes mainly
from the methodological side. In particular, we provide fresh evidence following a Bayesian
perspective, which is novel in this context. We first analyze, which variables of those
proposed by the literature can be considered as robust determinants of the net interest
margin. Then, we apply INLA to overcome well-known operational challenges, select the
model with the best fit and provide Bayesian inference. One of the most interesting features
of our approach is that for each regressor we are able to provide the complete probability
distribution for its associated parameter, which is more informative than the punctual
estimates yielded by themore common frequentist approaches relying on p-values.

The analysis is carried out for a large sample of 3,316 EU-15 banks for the period 2008-
2014. The candidate variables have been those postulated by the seminal theoretical model
by Ho and Saunders (1981), together with subsequent extensions by Angbazo (1997) and
Maudos and Fern�andez de Guevara (2004), which are the most adopted frameworks in the

Figure 4.
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related literature. In addition, we considered other variables traditionally included in the
empirical analyses, even though they are not theoretically-grounded.

The results from the variable selection show that the seminal model and the two
expansions considered are successful in explaining net interest margin variations. However,
when other ad-hoc variables are included, we find that the bank size becomes a weak
predictor and should not be included as a determinant. Following the WAIC criterion for
evaluating the adjustment of a set of alternative models, we found that the model that
includes the variables indicated by the variable selection, together with effects for bank,
country and year is the one offering the best fit. Inference for that specification generally
confirms the predictions of the theoretical models, with the only exception of the interest rate
risk, for which we find a negative impact.

According to our results, banks with greater market power, more risk averse, with a
higher credit risk, which bear higher operating costs, having higher implicit payments and
being more efficient, enjoy larger net interest margins, enhancing their profitability.
However, banks with a higher volume of liquid reserves and with a higher interest rate risk
have a more reduced interest margin. Despite the abovementioned subtleties, the results
generally confirm the theoretical predictions.

Our results are interesting for several reasons. On the one hand, they are obtained using a
different methodology, which became more common in other branches of the economic
literature in the last years but it is novel in our particular context. Dealing with variable and
model uncertainty have allowed to corroborate that the seminal theoretical models offer a
good performance and are indeed useful to explain disparities in banks’ profitability. On the
other hand, the period analyzed is particularly relevant, as the banking environment has
become more challenging.

Due to the crisis, bank regulations tightened, with greater capital requirements, new
liquidity and leverage coefficients, among other measures. At the same time, the main
central banks have carried out an expansionary monetary policy that lowered interest rates.
In addition, the competitive conditions in the banking sector have also changed. The need
for bank restructuring has led to multiple mergers and acquisitions, thus, increasing
banking concentration, which may be detrimental to competition. Simultaneously, the
progress toward the banking union has also resulted in a more competitive scenario. Finally,
new technologies are also increasing competition in the financial sector with the emergence
of the fintech and big tech firms. Despite this new competitive environment, our results
highlight that the traditional determinants of banks’ earnings still matter.

Our findings can be expanded in several angles. For instance, it would be interesting to
expand the analysis, especially once the European banking union is fully completed. Also, a
better understanding of the mechanisms and mediators behind the relationships observed is
needed, as for instance, jointness analyses or analyses exploring parameter heterogeneity
and nonlinearities. These are only some of the issues that would benefit from specific
attention in future contributions.

Notes

1. Non-traditional activities are those other than the granting of loans and the acceptance of
deposits.

2. Zarruk (1989), Zarruk and Madura (1992) and Wong (1997), among others.

3. Other extensions were not included in our analysis because they do not follow the sequence of
models departing from Ho and Saunders (1981) to Maudos and Fern�andez de Guevara (2004).
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4. In Japan, these are cooperative regional financial institutions serving small and medium
enterprises and local residents.

5. Other R packages for doing Bayesian variable selection can be found in Forte et al. (2017).

6. Additional technical details on this approach are beyond the scope of this paper and we instead
refer the interested reader to Blangiardo and Cameletti (2019) or Wang et al. (2018) for a full
description and tutorials on its usage.

7. Austria, Belgium, Germany, Denmark, Spain, Finland, France, United Kingdom, Greece, Ireland,
Italy, Luxembourg, The Netherlands, Portugal and Sweden.

8. https://data.oecd.org/interest/short-term-interest-rates.htm

9. In line with the literature, we impose symmetry restrictions and homogeneity of degree one in
input prices.

10. This variable should be interpreted cautiously, as it incorporates the total capitalization of the
bank, including the capital requirements (which are mandatory) and may not reflect the capital
that the bank voluntarily maintains.

11. Keep in mind that, although the net interest margin of the new operations declined, the variable
includes the income and expenses of all outstanding loans and deposits. This implies that it is an
average indicator of the net interest margin of the new operations and the loans/deposits granted/
received in previous years.

12. Some authors such as Dietrich and Wanzenried (2014) have used alternative measures of bank
profitability such as the return on assets (ROA) or the return on equity (ROE). We avoided testing
our models using these variables, given that the theoretical models that we consider in this paper
are specifically addressed to explain the net interest margin and not other measures of bank
profitability. However, we do follow Saona (2016), who proposed an alternative measure of net
interest margin, which is computed as the net interest revenue over total earning assets instead of
net interest revenue over total assets (our original variable). As a robustness check, we repeated
the whole empirical exercise using this alternative definition of the dependent variable and the
results remain virtually invariant. For space reasons, these results are not included in the paper
but they can be provided upon request.
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