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Abstract

Purpose –This paper aims to describe the results of applying ethical AI requirements to a healthcare use case.
The purpose of this study is to investigate the effectiveness of using open educational resources for
Trustworthy AI to provide recommendations to an AI solution within the healthcare domain.
Design/methodology/approach – This study utilizes the Hackathon method as its research methodology.
Hackathons are short events where participants share a common goal. The purpose of this to determine the
efficacy of the educational resources provided to the students. To achieve this objective, eight teams of students
and facultymembers participated in theHackathon. The teamsmade suggestions for healthcare use case based
on the knowledge acquired from educational resources. A research team based at the university hosting the
Hackathon devised the use case. The healthcare research team participated in the Hackathon by presenting the
use case and subsequently analysing and evaluating the utility of the outcomes.
Findings – The Hackathon produced a framework of proposed recommendations for the introduced
healthcare use case, in accordance with the EU’s requirements for Trustworthy AI.
Research limitations/implications – The educational resources have been applied to one use-case.
Originality/value – This is the first time that open educational resources for Trustworthy AI have been
utilized in higher education, making this a novel study. The university hosting the Hackathon has been the
coordinator for the Trustworthy AI Hackathon (as partner to Trustworthy AI project).
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Introduction
Artificial intelligence (AI) as a science which studies and develops the theory, methodology,
technology and application systems for simulating, extending and expanding human
intelligence had revolutionary effect on contemporary human society (Liu et al., 2021). In
recent years, AI systems have been developed in ways inconsistent with the proclaimed
values of their developers. This has increased concern, research and activism regarding the
effects of AI systems (Whittaker et al., 2018; Crawford et al., 2019). As stated by Brundage
et al. (2020), there is a growing concern about how to ensure that development and
deployment of AI is beneficial to humanity, in light of AI’s rapid technical advancement and
proliferation of AI-based applications in recent years.

In this manner, prominent institutions across the political, commercial and academic
strata of society have created ethics guidelines for trustworthy AI (Floridi and Cowls, 2021).
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In April 2018, in response to a request from the European Council to present a European
approach to AI, the European Commission presented its AI strategy in the “Artificial
Intelligence for Europe” [1]. Then High-Level Expert Group on AI (AI HLEG) presented
Ethics Guidelines for Trustworthy Artificial Intelligence (Smuha, 2019). This guideline
introduced a set of seven essential requirements that AI systems must satisfy. However, the
industry lacks the tools and incentives to translate high-level ethics principles to verifiable
and actionable criteria for designing and deploying AI (Raji et al., 2020).

In response to this challenge, the “Trustworthy AI” Erasmusþ project aimed to facilitate
the introduction of the High-Level Expert Group’s Guidelines on Trustworthy AI [2] into
Higher Education across disciplines. This project’s objective was to utilize EU Ethical
requirements for the introduction of ethical and socio-legal competencies in AI-related Higher
Education topics. In order to achieve this objective, the Trustworthy AI project developed a
framework that describe the principles and learning strategies that must be used to develop
students’ competencies. The project’s first intellectual output consists of recommendations
for educators, educational materials requirements and policy incentives. The second
intellectual output of this project was creation of open educational resources to enhance the
AI-related knowledge and skills of Higher Education Institutes (HEIs) students. As a partner
in this project, our university was responsible for coordinating the Hackathon in the three
universities partners to the project.

This paper seeks to present the outcomes of the Hackathon for the healthcare use case
developed by a university research project. As the result of this study a prototype for the
healthcare domain has been developed to empower the patients.

The remainder of this paper is organized as follows. In the subsequent section (Section 2),
the selected research methodology for this study is described. In section 3, there will be a
concise summary of the “Ethical AI Hackathon” plan, including the recruitment of team
members/mentors and the materials. Section 4 will then introduce the healthcare use case. As
a consequence of the outcomes of the first and second days of the Hackathon, a summary of
the AI-related challenges identified by the winning team will be provided and analysed
(Section 5). In section 6, a framework of recommendations to the CHAPE AI solution will be
presented. In section 7 the recommendations will be evaluated based on predetermined
criteria of the Hackathon.

Section 2: Research method
Hackathonmethodology has been used as the research technique for this study. According to
Gama et al. (2018), Hackathons are short events inwhich participants have a common goal. As
Maaravi (2020) stated Hackathons is one methodology of experiential learning that is
becomingmore andmore common to enhance student and employee learning andmotivation.
Experiential learning is widely accepted as an effective approach for quality learning and
education (Kolb and Kolb, 2005). Similarly, Towhidi and Pridmore (2022) argued that
Hackathons are an effective experiential learning tool for higher education to help develop
soft skills and to prepare students for the job market. They stressed that Hackathon events
help students apply their knowledge and skills in real-world settings and develop the
required technical and soft skills for industry needs.

In this study, the authors intended to investigate efficacy of students’ educational resource
utilization. As Nandi andMandernach (2016) emphasized, collegiate Hackathons feature peer
learning. In addition, Warner and Guo (2017), who focused their research on collegiate
Hackathons, validated the importance of learning from peers. Also, Hackathons are an
excellent illustration of an educational technique that combines the practical, contextual and
social parts of this modern pedagogical paradigm into a compelling learning experience
(Rys, 2021).
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The second objective for this research was to assess the efficacy of applying the
educations to actual use cases. As Mtsweni and Abdullah (2015) highlighted Hackathons are
used to bring together students and experts to develop software focused on socially relevant
challenges. To attain the second objective, each Hackathon team comprised of an academic
mentor and four to five students. In this investigation, the application domainwas healthcare.
During the first and second days of the Hackathon, students learned about ethical
requirements for trustworthy AI by utilizing the provided educations resources. Then, they
made recommendations for the healthcare use case based on the acquired knowledge. This
use-case was chosen since the research team responsible for developing this prototype was
headquartered at our university. The research team for the healthcare use case participated in
the Hackathon by introducing the use case and analysing and evaluation of Hackathon teams
recommendations.

Section 3: Hackathon plan
The EUEthics Guidelines for TrustworthyAI outline four ethical principles f trustworthyAI,
including: (1) Respect for Human Autonomy, (2) Prevention of Harm, (3) Fairness and
Explicability. From these principles, derives the seven key requirements have been derived
that AI systems should consider. The requirements are: (1) Human agency and oversight:
Including fundamental rights, human agency, and human oversight; (2) Technical robustness
and safety: Including resilience to attack and security, fall back plan and general safety,
accuracy, reliability and reproducibility; (3) Privacy and data governance: Including respect
for privacy, quality and integrity of data, and access to data; (4) Transparency: Including
traceability, explainability and communication; (5) Diversity, non-discrimination, and
fairness Including the avoidance of unfair bias, accessibility and universal design, and
stakeholder participation; (6) Societal and environmental wellbeing: Including sustainability
and environmental friendliness, social impact, society, and democracy; and (7)
Accountability: Including auditability, minimization and reporting of negative impact,
trade-offs, and redress. The plan for the user test included three main phases including:

(1) Familiarization Phase: The teams become acquainted with the available resources,
such as AI card deck and knowledge clips,

(2) Introduce the healthcare use case and have mentors facilitate brainstorming sessions
to identify potential challenges and

(3) Propose a framework of recommendations for the identified challenges and
submission.

Recruiting teams/mentors
Participants in the Hackathonwere recruited from academic lectures and students. These two
categories were selected in accordance with the recommendations. In this regard Mtsweni
and Abdullah (2015) proposed bringing together students and experts to develop software
focused on socially pertinent issues.

To satisfy the preceding structure, eight faculty members from the School of Business and
School of Computing have joined the Hackathon. In addition, 24 students from our university
and other universities in Europe, United States and were participating to the event. The
lecturers attendeda pre-eventmeeting in order to learn about the event. Additionally, there have
been further informal conversationswith individual lecturers. As a result of these dialogues the
event’s guideline were enhanced. This Hackathon was open to all students around the world.
This is due to the fact that the open educational resources have been made openly available to
everyone, and the ethical issues might be of interest to people all over the world.
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Resources
To assist students and mentors in learning about the Hackathon, the following open
educational resources have been developed. The teams had access to the resources over the
course of Hackathon’s three days. The resources consist of (1) Knowledge clips introducing
Trustworthy AI and the seven Requirements for Trustworthy AI; (2) Trustworthy AI Card
Deck; and (3) an Exercise on the seven steps towards Trustworthy AI Exercise. The teams
have been using Padlet tool for their brainstorm sessions.

Analysis of the results and selection of the winning team
The results have been reviewed by a panel of three experts. Dr. Marco Alfano, the Research
Fellow with expertise in the healthcare domain and the other two authors of this paper have
served as a panellist. The panel have been reviewing the results of brainstorming sessions
over the Padlet platform for each team. In addition, they have been analysing the reports
containing teams’ recommendations.

Section 4: Healthcare use case
Empowerment is a process by which people acquire the knowledge and self-awareness
necessary to comprehend their health conditions and treatment options in order to self-
manage them and make informed decisions with healthcare professionals. Empowerment
enables people/patients to communicate with medical professionals more effectively and
ensures that care is provided in accordance with their needs, values and best interests.
Responsible Intelligent Empowering Agents (RIEAs) employ Trustworthy AI to assist
people/patients in the comprehending health information regarding specific complaints or
health in general.

CHAPE is a Conversational Agent for Health Empowerment on Health and Wellbeing
(Alfano et al., 2021). CHAPE engages the user in natural language, collects health data from
heterogeneous sources, and provides tailored, easily understood, and reliable information,
thereby empowers users to create their own comprehensive and objective opinion on health
matters of concern (see Figure 1). This use case was selected because the research team
responsible for developing this prototype was headquartered at our university.

CHAPE is an application that raises knowledge and awareness on disorders and diseases
and enables improved health management. CHAPE [3] has been developed in collaboration
with a medical practitioner. However, it is intended solely for informational purposes only. It
is not a substitute for professional medical advice, diagnosis or treatment provided by trained
professional. In the form of an ethical framework, the participants to ethical AI Hackathon
were required to propose how CHAPE can be modified and adapted to address each of the
seven ethical requirements of Trustworthy AI in the form of an ethical framework.

Section 5 – Recognized challenges
This section is a summary of the results for the brainstorming sessions. For the healthcare
use case, participants had an hour-long session. The research fellow involved in the
healthcare application has been providing detailed information on the problem that prompted
the application’s development and initial solution concept for the application ability to
empower patients. Additionally, the healthcare expert introduced some challenges for
patients and some challenges for AI in healthcare. The expert then described the entire
process for CHAPE application, including inputs (from patients), input processing using AI
algorithms and search engines, and outputs (feedback, recommendations and suggestions to
patients). Participants were given the link to access the application (https://cohealth.ivi.ie/
chape/). After this session the participants met their team members and mentors to identify
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the potential challenges associated with the use of AI based on seven key requirements. The
following table is a summary of the discussions in the form of queries pertaining to each
requirement.

Section 6 – Brainstorming results and recommendations
This section will introduce the outcomes of discussions and provide recommendations in
response to the identified challenges. At all points throughout the decision-making process,
the quote “AI systems should empower human beings allowing them to make informed
decisions and fostering their fundamental rights,” from the WHO guidelines “Ethics and
Governance of Artificial Intelligence for Health”, has been considered as a central tenet to how
this type of framework should be developed. The following are decisions regarding the seven
key requirements.

Discussions on requirements #1 – human agency and oversight
According to the introduced Ethics guidelines by EU Commission [2] for trustworthy AI, this
requirement expresses that: “AI systems should empower human beings, allowing them to
make informed decisions and fostering their fundamental rights. At the same time, proper
oversight mechanisms need to be ensured, which can be achieved through human-in-the-loop,
human-on-the-loop, and human-in-command approaches.” The following are the outcomes of
the winning group’s brainstorming sessions.

The healthcaremarket for AI expanded by 167.1%between 2019 and 2021 (Grand Review
Research, 2019). While 40 million new health-sector jobs are expected to be created by 2030,
9.9 million physicians, nurses and midwives will be needed (EIT Health, 2021). For a medical
system such as this, the impact of an erroneous diagnosis or incorrect treatment information
on an end-user’s decision making must be carefully considered. Even if the system makes it
clear that it does not recommend seeking medical attention, it could potentially help them to
determine if they need to seek medical attention.

It is necessary to have specialists involved in the process to prevent end-users from
developing an unsafe level of reliance on the system. There must be opportunities for human
intervention and verification throughout the decision-making process of the system. This can

Figure 1.
Conversational agent
for health
empowerment on
health and wellbeing
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take many forms, but it must always be simple to use, efficient and human decisions must
always take precedence over those of AI. Human agency must always come first; otherwise,
the AI system is not trustworthy.

Discussions on requirements #2 – technical robustness and safety
As it has been stated in the EU Ethics guidelines for trustworthy AI, “AI systems need to be
resilient and secure. They need to be safe, ensuring a fall-back plan in case something goes
wrong, as well as being accurate, reliable, and reproducible. That is the only way to ensure that
also unintentional harm can be minimized and prevented.”

For this requirement the team determined that AI systems can be technically trusted if
they attain a high and demonstratable level of technical robustness and safety (Chatila et al.,
2021). Additionally, they discussed potential attacks, such as adversarial attacks. Some
methods, such as adversarial training have been created to defend against adversarial
attacks. These methods could enhance the adversarial robustness of a model by
incorporating adversarial sample into the training set (Li et al., 2021). In addition, they
discussed a particular application of an AI tool. It has been reported that stress testing
against extreme cases or unusual environmentsmonitoring increased prescriptions and other
atypical decisions (IBM, 2021).

Discussions on requirements #3 – privacy and data governance
According to the introduced EUEthics guidelines Privacy and data governance express that:
“besides ensuring full respect for privacy and data protection, adequate data governance
mechanismsmust also be ensured, taking into account the quality and integrity of the data, and
ensuring legitimised access to data.”

In relation to this requirement, the team believed that any sensitive or identifying
information about a user that is not required for the system’s functionality should never be
used. The data should be encrypted and anonymized to prevent any potential data breaches
or leaks from causing damage to individualswhose data has been collected. There are already
standards for how information should be processed, shared and stored in the medical field.
These requirements should serve as the bare minimum for an AI system in the field.
Anything less would be unacceptable, but more should be sought in order to increase
confidence in a developing technology. Internal and external audits should be able to access
detailed records of data sourcing, who has access to it and who has used it. Any
recommendations made by the AI model, as well as the data used to generate those
recommendations, should be saved. These documents are required to guarantee that all data
used is stored correctly, securely and privately. Not only are these practices necessary, but
they are also of little use if all parties involved in handling information management do not
comprehend them and know how to follow them correctly. All developers, data scientists,
medical personnel and other relevant service providers and evaluators must therefore receive
training in data quality, governance and cybersecurity. Gallagher (2022) reports that the
attackers sent a malicious email to a workstation. This granted access to HSE systems to the
intruders. A few days later, the HSE antivirus software detected activity but was unable to
suppress it. This example illustrates the significance of data privacy by demonstrating how it
could be compromised.

Discussions on requirement #4 – transparency
As it has been explained in EU Ethics guideline for Trustworthy AI, Transparency is: “the
data, system and AI business models should be transparent. Traceability mechanisms can help
achieving this. Moreover, AI systems and their decisions should be explained in a manner
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adapted to the stakeholder concerned. Humans need to be aware that they are interacting with
an AI system and must be informed of the system’s capabilities and limitations.”

Related to this requirement, the team discussed the significance of clearly communicating
any variable used to influence the system’s output. Whether a simple regression model or a
deep learning model was employed, this information should be accessible to all users. The
purpose of the system, i.e. empowerment individuals to improve the medical skills of the
general population, should be stated explicitly. In addition, they believed it necessary to
provide explicit visualizations of how the weight of each user input (personal info, medical
history and current symptoms) contributes to the decision.

Juravle et al. (2020) investigated the possibility of increasing confidence inAI diagnoses by
informing the participants that AI outperforms the human physicians and nudging them to
favour AI diagnoses when choosing between AI and human doctors. The results of these
experiments indicated a general decrease in trust in AI and in its ability to diagnose diseases
with high risk. Participants were less inclined to trust a second opinion from an AI doctor
regarding high-risk diseases. The results of this experiment demonstrated that individuals
are informed that AI outperforms the human doctors (Juravle et al., 2020).

Discussions on requirements #5 – diversity, non-discrimination and fairness
As stated in EU Ethics guideline for Trustworthy AI Diversity, non-discrimination and
fairness says that: “Unfair biasmust be avoided, as it could havemultiple negative implications,
from the marginalisation of vulnerable groups to the exacerbation of prejudice and
discrimination. Fostering diversity, AI systems should be accessible to all, regardless of any
disability, and involve relevant stakeholders throughout their entire life circle”.

For this requirement, the following has been discussed during the brainstorming session.
The team determined that any dataset used to train a machine learning algorithm must
endure extensive analysis to ensure its objectivity. The team stated that there are limitations
to the data currently collected in the Ireland healthcare system (e.g. patients aged 18 and
older, historical data), and these data are only accessible for Irish healthcare services. They
believed that during the design phase, consideration should be made for people with
disabilities, special needs or who are at the risk of exclusion, such as colour palettes that are
accessible to colourblind users, variable text size and font, text to speech services. According
to a report byTheNational Institute for Health CareManagement Foundation (NIHCM, 2021),
it has been suggested to develop a mechanism to include the participation of end users,
physicians, AI experts/development.

Discussions on requirements #6 – societal and environmental well-being
As stated in EU Ethics guideline Societal and environmental well-being means: “AI systems
should benefit all human beings, including future generations. It must hence be ensured that
they are sustainable and environmentally friendly. Moreover, they should take into account the
environment, including other living beings, and their social and societal impact should be
carefully considered”.

In relation to this requirement, the team discussed a variety of topics concerning the
propriety and confidence of the patients’ responses. The team argued that probabilities and
level must be communicated in application output. For instance, if the app is uncertain about
a diagnosis, it must request additional information from the user. In addition, they
recommended utilizing A/B testing on critical aspects of the user interface to provide detailed
feedback on the clarity of system’s communication of recommendations. The team believed
that provisions should bemade to procure thematerials and energy required to store the data
in a sustainable manner. In conclusion, they emphasized that the deployment of an AI
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solution is anticipated to have a smaller environmental impact than the equivalent amount of
human labour.

Discussions on requirements #7 – accountability
According to the EU Ethics guideline for trustworthy AI, Accountability explains that
“Mechanisms should be put in place to ensure responsibility and accountability for AI systems
and their outcomes. Auditability, which enables the assessment of algorithms, data and design
processes plays a key role therein, especially in critical applications. Moreover, adequate an
accessible redress should be ensured”.

The following is the discussion regarding this requirement. The team believed that a
system requiring sensitive information and dealing with sensitive topics such as medical
information must be held to a high accountability standard. A representative sample of
stakeholders should be involved in an iterative process that provides feedback on model
recommendations, according to their statement. Priority should be given to the individual and
their rights when weighting compromises. In a decision between model efficacy and data
privacy, this should favour data privacy. In addition, they emphasized that routine risk
assessments formisdiagnosis, overreliance on the system and insufficient system robustness
must be conducted. The argument was that if there is a lack of confidence in any aspect of the
system’s functionality or if a risk assessment identifies a significant risk, the system cannot
continue to be accessible until these issues are resolved.

Summary of recommendations
Table 1 summarizes the recommendations for the CHAPE application regarding the seven
requirements:

Section 7 – Analysis of the recommendations
The participants in the ethical AI Hackathon have been given access to a variety of resources
and guidance. In one of the resources, there have been number of guiding questions. During
brainstorming sessions, these questions have been utilized by the team members. The
outcomes of these sessions were identified obstacles for the CHAPE application for each
question (see Table 2). Subsequently, the team members held additional sessions to develop
recommendations. In this section, we will introduce the guiding questions and then discuss
the recommendations for addressing CHAPE’s identified challenges.

Recommendations for requirements #1 – human agency and oversight
The guiding questions [4] for this requirement have been: “Does the AI system enhance or
augment? Is this AI system human-centric? Does it leave meaningful opportunity for human
choice? Does it enable individuals to have more control over their lives or does it limit their
freedom and autonomy?” Considering these guiding questions, the team members have
recognized three specific challenges facing CHAPE application.

In response to the first question, the winning group provided evidence from healthcare-
related national reports. Given that statistics indicate a shortage of professionals. The
response explains that a shortage of healthcare providers anticipated. The teamdiscussed the
possibility that this deficiency may result in additional misdiagnoses or misleading patient
information. For this area they have suggested that CHAPE (healthcare application),
“consider how a false diagnosis could affect the end user’s decision.” To answer the second
question the team determined that the involvement of professionals is necessary so that
patients do not rely solely on their own judgement. Regarding the second question, their
recommendation was as follows: “Keep humans in the loop to prevent overconfidence in or
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# Requirements Recommendations

1 Human agency and oversight � Consider how a false diagnosis could affect the end user’s decision
making

� Keep humans in the loop to prevent overconfidence in or
overreliance on the AI system

� Ensure there are opportunities for human intervention and
verification in the system’s decision process

2 Technical robustness and
safety

� To consider extreme cases or unusual environments
� Monitoring increased prescriptions and other anomalous decisions
� Log of procedures and decisions made
� Try to approach accuracy achieved by junior medical professionals
� Consider the (human) cost of an incorrect medical recommendation

3 Privacy and data governance � If including sensitive/proprietary patient data does not significantly
improve the effectiveness of the system, it should not be used

� Any of this confidential data that is used should be encrypted and
anonymized

� Keep detailed logs of data sourcing and access/use, as well as citing
info in the recommendations given by the model

� Provide the relevant data quality, governance and cybersecurity
training for developers, data scientists, medical personnel and other
service evaluators

4 Transparency � The importance of any variables used to inform the system’s output
should be communicated clearly

� The purpose of the system, people empowerment to enhance the
medical skills of the general populace, should be clearly stated

� Provide clear visualizations of how the strength of each user input
(personal info, medical history, current symptoms) contribute to the
decision

5 Diversity, non-discrimination,
and fairness

� Any dataset used to train a machine learning involved must
undergo thorough study to ensure it is unbiased

� Consider some limitations to the datasets, (e.g. patients 18þ,
historical data), or make them available them only for specific
organizations

� Considerations should be made at the design phase for people with
disabilities, special needs or who are at the risk of exclusion, e.g.
colourblind friendly palettes, adjustable text size and font, text to
speech service

� Develop a mechanism to incorporate the involvement end users,
doctors, AI experts/development

6 Societal and environmental
wellbeing

� Ensure probabilities/confidence in model output is communicated.
If it is unsure of any diagnosis, request more info from the user

� A/B testing on critical aspects of the UI to give rich feedback on the
clarity of communicating suggestions made by the system

� Provision should be made to sustainably source the materials and
energy required to store the data and host the system on a server

� The deployment of an AI solution is envisaged have a lower
environmental impact than the human labour equivalent

(continued )

Table 1.
Summary of
recommendations
to CHAPE
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overreliance on the AI system”. In order to provide a response to the question, the team stated
that professional intervention opportunities should be considered. With this question in
mind, their recommendation was: “Ensure there are opportunities for human intervention
and verification in the system’s decision process”.

Based on the responses from the winning team to the guiding questions, it appears that
they had a clear understanding of certain aspects of this requirement from the national
reports (in Ireland), such as the necessity of AI systems in healthcare domain, and the
significance of professional interventions. However, additional research is required to
address the first challenge identified in relation to the effects of AI systems on human
autonomy. Regarding the professional interventions, additional research is suggested to
determine if the current version of CHAPE includes the recommended capabilities.

Recommendations for requirements #2 – technical robustness and safety
The guiding questions for this requirement have been including: “Can you identify any
potential forms of attacks which the AI-system could be vulnerable to? Is there a probable chance
that the AI-system may cause damage or harm to users or third parties?”

In order to answer the guiding questions for this requirement, the teammembers have been
discussing potential attacks and countermeasures by referencing to research works. In
addition, based on discussion on a particular stress test case, they provided CHAPE with the
following recommendation: “Consider extreme cases or unusual environments.” The second
question has been about “Fallback plan and general safety” asking: “Is there a probable chance
that the AI-system may cause damage or harm to users or third parties?” To answer this
question, the team has utilized the same case. Referring to this instance, they suggested “to
monitor increased prescriptions and other anomalous decisions”. Further recommendations in
this regard have been: “Keep log of procedures and decisions made (e.g. if a patient has had
multiple X rays this year)”; “Try to approach accuracy achieved by junior medical
professionals”; and “Consider the (human) cost of an incorrect medical recommendation”.

In conclusion, the recommendations for the first guiding question have received stronger
scientific backing. The majority of suggestions for the second set of guiding questions have
been mostly based on the individual perceptions of the team member. For this area, the
CHAPE developers were advised to conduct additional research.

Recommendations for requirements #3 – privacy and data governance
The guiding questions for this requirement have been: Are there ways to develop the AI-
system or train the model without or with minimal use of potentially sensitive or personal

# Requirements Recommendations

7 Accountability � Design an iterative process whereby trained evaluators
(representative sample of stakeholders) provide feedback on model
recommendations

� Consider the trade-offs to be made:
○ Model performance vs data privacy
○ Disease severity and available medical resources

� Routine risk assessments for o end user’s misdiagnosis
○ Medical professionals-confirmation bias (over reliance on the
system)

○ Developers of the AI system lack of robustness/stress testing of
model

Source(s): Table created by author Table 1.
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# Requirements Challenges

1 Human agency and oversight Could the AI system affect human autonomy by interfering with the
(end) user’s decision-making process in an unintended way?
Did you take safeguards to prevent overconfidence in or overreliance
on the AI system for work processes?
Who is the “human in control” and what are the opportunities for
human intervention?

2 Technical robustness and
safety

Did you verify how your system would react in unexpected situations
or environments?
Did you ensure that your system has a sufficient fallback plan in the
case of adversarial attacks or other unexpected situations?
Did you assess whether there is a probable chance that the AI system
may cause damage, or harm to users or third parties? Did you assess
the likelihood, potential damage, impacted audience and severity?
Did you assess what level and definition of accuracy would be required
in the context of the AI-system and use case?
Did you verify what harm would be caused if the AI-system makes
inaccurate predictions?

3 Privacy and data governance Did you consider the ways to develop the AI system or train the model
without or with minimal use of potentially sensitive or personal data?
Did you take measures to enhance privacy, such as encryption,
anonymization and aggregation?
Did you establish oversight mechanisms for data collection, storage,
processing and use?
Did you ensure that people working with data are qualified and
required to access the data, and that they have the necessary
competencies to understand the details of data protection policy?
Did you ensure an oversight mechanism to log when, where, how, by
whom and for what purpose data was accessed?

4 Transparency Did you ensure an oversight mechanism to log when, where, how, by
whom and for what purpose data was accessed?
Why was this particular system deployed in this specific area?
Did you establishmechanisms to inform (end-)users on the reasons and
criteria behind the AI system’s outcomes?

5 Diversity, non-discrimination,
and fairness

Did you assess and acknowledge the possible limitations stemming
from the composition of the used data sets?
Did you assess whether the AI system usable by those with special
needs or disabilities or those at risk of exclusion? How was this
designed into the system and how is it verified?
Did you assess whether there could be persons or groups whomight be
disproportionately affected by negative implications?
Did you consider a mechanism to include the participation of different
stakeholders in the AI system’s development and use?

6 Societal and environmental
wellbeing

Did you assess whether the AI-system encourages humans to develop
attachment and empathy or vice versa?
Did you assess whether the logic of the AI-system might simplify and
polarize public discourse?
Did you assess whether the AI-system could be used to manipulate or
confuse people?
Did you ensure measures to reduce the environmental impact of your
Al-system’s life cycle?
Did you establish mechanisms to measure the environmental impact of
the Al-system’s development, deployment, and use (for example the
type of energy used by the data centres)?

(continued )

Table 2.
Summary of the
recognized challenges
for the use of AI in
CHAPE application
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data? Can you think of oversightmechanisms for data collection, storage, processing and use?
What protocols, processes and procedures can you think of tomanage and ensure proper data
governance? Who should be allowed to access users’ data and under what circumstances?

To provide appropriate answers to the guiding questions the team argued that sensitive
data should be stored in the system. The study also suggested that anonymizing the patients’
information is advantageous when this information must be stored in the system. In this
regard, the recommendation is as follows: “If including sensitive/proprietary patient data does
not significantly improve the effectiveness of the system, it should not be used”, and “any of this
confidential data that is used should be encrypted and anonymised”. Regarding the questions
about processes and protocols for data governance they recommended: “To keep detailed
logs of data sourcing and access/use”. Further recommendation to this area has been: “To
provide the relevant data quality, governance and cybersecurity training for developers, data
scientists, medical personnel, and other service evaluators”.

In brief, the recommendations in this area have been based on team members’ knowledge
about other systems, such as the privacy settings in various organizations, their shared
sentiments and more likely their own personal experience. They were attempting to
recommend to CHAPE the common parameters that should be incorporated into any system
that handles personal information. The suggestion for CHAPE is to ensure that this
application incorporates all of these features.

Recommendations for requirement #4 – transparency
The guiding questions for this requirement have been: What mechanisms could you
establish that facilitate the system’s auditability, such as ensuring traceability and logging
of its processes and outcomes? Did you review the outcomes or decisions taken by the
system, as well as potential other decisions that would result from different cases? Can you
explain why the system will make a certain choice in a way that is understandable for all
users? What mechanisms can you put in place to inform (end-)users on the reasons and
criteria behind the AI system’s outcomes?What is the exact purpose of your AI-system and
who or what may benefit from it? Can you specify usage scenarios for the system and clearly
communicate them to ensure that the system is understandable and appropriate for the
intended audience?

Taking into account the guiding questions, the team argued that appropriate variables
must be incorporated into the AI diagnosis process in CHAPE in order to effectively
communicate the output to the end-users. In this regard, the team provides the following
recommendation: “Communicate system’s output to the end-users clearly.” To respond the
following questions, they provided research evidence about the decision making by patients.

# Requirements Challenges

7 Accountability Did you establish mechanisms that facilitate the system’s auditability,
such as ensuring traceability and logging of the AI-systems processes
and outcomes?
Did you carry out a risk or impact assessment of the AI-system, which
considers different stakeholders that are (in)directly affected?
How do you decide on trade-offs between ethical principles? Did you
ensure that the trade-off decision was documented?
Did you establish an adequate set of mechanisms that allows for
redress in the case of the occurrence of any harm or adverse impact?

Source(s): Table created by author Table 2.
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In addition, they emphasized that the main aim of CHAPE – which is to empower patients –
must be communicated to the users. In this regard, the recommendation has been as follows:
“The purpose of the system, people empowerment to enhance the medical skills of the general
populace, should be clearly stated.”Thus, userswould have a better understanding ofwhy they
are required to provide certain inputs to the system (such as confidential information or
medical history). “Provide clear visualisations of how the strength of each user input (personal
info, medical history, current symptoms) contribute to the decision,” was another
recommendation in this regard.

In summary, the recommendations for this requirement have provided CHAPE with
suggestions for enhancing the application credibility. However, there are some unexplored
mechanisms for informing end-users of the rationale and criteria underlying AI systems. The
CHAPE application’s developers need to conduct additional research into this subject.

Recommendations for requirements #5 – diversity, non-discrimination and fairness
The guiding questions for this requirement have been: “Whether there could be persons or
groups who might be disproportionately affected by negative implications? Whether the AI
system is useable by those with special needs or disabilities or those at risk of exclusion? How can
this be designed into the system and how can it be verified? Can you think of ideas to include the
participation of different stakeholders in the AI system’s development and use?”

In response to the guiding questions, the team identifies data-sharing restrictions within
the Irish healthcare system. In this regard, the recommendation is as follows: “Any dataset
used to train a machine learning involved must undergo thorough study to ensure it is
unbiased.” and “Consider some limitations to the datasets, (e.g. patients aged 18 and older,
historical data), or make them available them only for specific organisations”. In addition,
they suggested conducting research on the methods to reduce bias in the processes used to
analyse datasets. There have been some suggestions to reduce the risk of excluding
individuals with special needs. The recommendation for this area has been: “Considerations
should be made at the design phase for people with disabilities, special needs or who are at the
risk of exclusion.” The other suggestion was to involve multiple stakeholders. The
recommendation in this area has been: “To develop a mechanism to incorporate the
involvement end users, doctors, AI experts/developers.

In a nutshell, the majority of the guiding questions have been addressed by the
recommendations for this requirement. However, these recommendations lacked scientific
evidence. Regarding this requirement, CHAPE is advised to investigate the application
processes and procedures in greater depth, per the provided recommendations.

Recommendations for requirements #6 – societal and environmental well-being
The guiding questions for this requirement have been: “Is there a risk of job loss or deskilling of
the workforce? What steps to been taken to counteract such risks? Whether the logic of AI might
simply and polarise public discourse? Whether the AI-system could be used to manipulate or
confuse people? What mechanisms could you establish to measure the environmental impact of
the AI-system’s development, deployment, and use? What measures can you think of that can
reduce the environmental impact of your AI-system’s life cycle?”

As a response to the guiding questions, the team provided some recommendations
regarding the end-users’ confidence level and other requirements. In this regard, they
suggested CHAPE to make probabilities/confidence of the feedback obvious to users. The
recommendation in this area has been as follows: “Ensure probabilities/confidence in model
output is communicated. If it is unsure of any diagnosis, requestmore info from the user.”They
also recommended deploying A/B testing methods which are useful for evaluating numerous
aspects of evaluation, such as the promotion of positive outcomes, minimizing unintended
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consequences on safety and poor user experience (Austrian et al., 2021). The recommendation
in this regard was “A/B testing on critical aspects of the UI to give rich feedback on the clarity
of communicating suggestionsmade by the system”. Additional recommendations have been
made to make the CHAPE application more environmentally friendly and sustainable. These
recommendations have been stated in general manner.

In brief, the recommendations for this requirement included a number of suggestions for
the guiding questions. However, additional concerns raised regarding the negative effects of
AI solutions in healthcare domain (e.g. reduction in employment opportunities and possible
confusion caused by AI solutions). The recommendation for CHAPE developers is to conduct
a thorough investigation of the application to ensure that these issues will not negatively
affect end-users.

Recommendations for requirements #7 – accountability
The guiding questions for this requirement have been: “What mechanisms could you establish
that facilitate the system’s auditability, such as ensuring traceability and logging of its processes
and outcomes?What are the relevant interests and values impacted by the AI-system?What are
the potential trade-offs between them?How do you decide on such trade-offs?Whatmechanisms
can you establish to allow for redress in case of the occurrence of any harm or adverse impact?”

In order to provide appropriate responses to the guiding questions, the team discussed a
variety of topics such as the sensitivity of information in healthcare domain and significance
of receiving feedback on the provided recommendations. In this area the team provided some
recommendations, such as “design an iterative process whereby trained evaluators provide
feedback on model recommendations” and “consider the trade-offs to be made, e.g. for model
performance vs data privacy”. The last recommendation as the final remedy for potential
damages or adverse effects was: “development of a routine risk assessments for end user’s
misdiagnosis, medical professionals-confirmation bias, and for developers of the AI system
lack of robustness/stress testing of model”.

To summarize the recommendations for this requirement, the teamproposed processes for
the continuous evaluation of user feedback and the mitigation of potential damages.
Nonetheless the CHAPE developers’ research groupmust conduct research on other essential
aspects of this requirement, including ensuring auditability and traceability.

Conclusion
In recent years, AI systems have been developed in ways inconsistent with the values of their
creators. This prompted some concerns regarding the effects of AI systems. Among these
concerns is how to assure that the development and deployment of AI will be beneficial. In
response to the urgency of these concerns, the world’s foremost institutions have developed
ethical guidelines for trustworthy AI. In 2019, the European Commission released Ethics
Guidelines for Trustworthy Artificial Intelligence. However, the industry lacks necessary
instruments and incentives to translate high-level ethical principles into verifiable and
actionable criteria for designing and deploying AI systems. To address this challenge,
“Erasmus þ Trustworthy AI project” aimed to use of EU Ethical requirements for the
introduction of ethical and socio-legal competences in Higher Education. Several educational
resources have been developed for this purpose. As a partner to Erasmusþ Trustworthy AI
project, our university was responsible for coordinating a Hackathon to investigate efficacy
of applying educational resources for trustworthy AI to a real-world healthcare use case in
healthcare domain. The outcomes of the Ethical AI Hackathon were recommendations for an
AI solution in healthcare domain. With this research effectiveness and applicability of the
open educational resources were demonstrated.
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Notes

1. COM (2018) 237 final, Brussels, 25.4.2018

2. https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai

3. http://cohealth.ivi.ie/chape/

4. All the guiding questions have been developed by Erasmusþ Trustworthy AI project partners. All
the outputs of this project are openly accessible (on 31 July 2022 onward), on the project website
available at: https://www.trustworthyaiproject.eu/
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