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Introduction

This article aims to discuss and provoke researchers in Applied Social Sciences about the
impact of artificial intelligence (AI) on producing and disseminating scientific content. This is a
growing concern among researchers from various fields after the popularity that tools and
applications (such as ChatGPT — generative pre-trained transformer) have gained, including in
the scientific community. Studies show that even scientists have been unable to identify
whether scientific texts were produced by humans or Al technology (Else, 2023). In view of
these concerns, a good practice guide for scientific manuscript production was published in an
editorial format, highlighting the need for researchers to publicize how this tool is used in the
production of manuscripts (Buriak et al., 2023). We imagine it is time to broaden the scope of
the discussion of these issues in the Brazilian academic community. For example, can an
Al-based software build and deconstruct theses, empirically test research hypotheses, analyze
data and contribute to science? Furthermore, can it automate the article evaluation process in
scientific journals? What are the impacts and limits of these actions on knowledge production?

Artificial intelligence
Al is based on developing intelligent computer systems (McCarthy, 2004) capable of
simulating human reactions, performing routine tasks based on pattern recognition and
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assisting in decision-making. Its diverse applications include robotics, process automation
(Cui & van Esch, 2022), data analysis and business intelligence (Luo, Tong, Fang, & Qu,
2019). In addition, learning from “mistakes” allows for feedback on information (Jordan &
Mitchell, 2015). Undoubtedly, Al represents a disruptive innovation in all areas of knowledge,
hence its undeniable impact on universities.

There are various applications of Al in business, both in B2C aspects, such as aiding
checkout systems (Cui & van Esch, 2022) and supporting structured sales (Luo et al., 2019),
as well as in B2B (Saura, Ribeiro-Soriano, & Palacios-Marqués, 2021).

Applications developed by large corporations, such as IBM Watson and Microsoft Azure
Cognitive Service, denote continuous Al development. In July 2019, OpenAl launched the
OpenAl API, which allows developers to create their own applications. In 2022, the platform
was made available for general users to test conversation applications. The goal was to
allow people to converse naturally with computers, which seek to interpret message
intentions through Natural Language Processing techniques and provide the most
appropriate responses to users’ demands. Google Bard is one of the latest tools of this kind.
In April 2023, Google DeepMind was created to accelerate the company’s Al efforts in tasks
such as speech recognition, computer vision, content translation, robotics, image processing
and encryption systems.

According to the Stanford University report, private investment in Al in 2021 “totaled
around $93.5 billion — more than double the total private investment in 2020 [...]”
Additionally, “the United States and China had the highest number of cross-border
collaborations in Al publications from 2010 to 2021, increasing fivefold since 2010.” (Clark &
Perrault, 2022, p. 3). The global Al market size was valued at US$136.55bn in 2022 and is
projected to expand at a compound annual growth rate of 37.3% from 2023 to 2030,
according to Grand View Research (2022).

Although there are positive and negative aspects, it is undeniable that Al is here to stay.
Many articles on the use of Al in Administration have been published, and there is still
much to be explored in this field. However, its impact is not limited to Administration and
its subareas but also the scientific-academic process, its content, analysis and development
of scientific communication material in the form of articles and research reports. With the
increasingly progressive entry of Al into the academic world, universities have begun to
question their teaching methods (Huang, 2023), while researchers reconsider their academic
conduct (Thorp, 2023) and possibilities for incorporating technologies such as ChatGPT in
the knowledge production process (Buriak et al.,, 2023). Therefore, it is in this field of
discussion that this essay is located. The aim is to discuss and provoke the researcher in the
field of Applied Social Sciences about the impact of Al on scientific knowledge production.

Presence of Al in academic publishing in administration and its use in the
development of scientific papers

According to the most recent data released on the Scopus database website (February 2023),
6,527 and 3,916 scientific articles containing the keyword Al in their abstract were published
in the fields of Social Sciences and Administration, respectively, in the period from 2010 to
2022. This growth is accompanied by researchers’ concern about systematizing knowledge
in various subareas of Administration, such as Operations (Toorajipour, Sohrabpour,
Nazarpour, Oghazi, & Fischl, 2021), Marketing (Chintalapati & Pandey, 2022; Mustak,
Salminen, Plé, & Wirtz, 2021), Finance (Ahmed, Alshater, Ammari, & Hammami, 2022),
People Management (Pereira, Hadjielias, Christofi, & Vrontis, 2023) or Public Administration
(Medaglia, Gil-Garcia, & Pardo, 2023).



The great leap in knowledge production seems to be generative conversational Al for
creating text and images, which correspond to models capable of generating content similar
to human-written text and images. That is, generative Al can learn by identifying patterns
and groupings within available data and is, therefore, capable of creating new information —
text, images and even music — based on pre-existing knowledge. Through a procedural
reference framework that involves perceptual intelligence, cognitive intelligence and
decision-making intelligence (Xu et al., 2021), it can assist in translating texts into different
languages and automatically review and correct grammatical and spelling errors. Some use
it to format references in patterns defined by journals. Some Al-based systems suggest
research topics or existing references on a particular topic. That is, there are article-
searching systems connected to specific research problems, where the researchers include
their questions, and the system suggests related academic articles and texts on the topic.

Al also creates automatic summaries based on authors’ texts, following journal styles.
The summaries created are so authentic that an experimental survey identified that about
33% of a sample of scientists could not differentiate between scientific texts produced by an
Al from those produced by humans (Else, 2023). These technologies can also suggest

Al tools Description

Elicit Supports researchers in finding relevant research topics based on

Endnote Click keywords or themes

Grammarly Analyzes grammar and spelling of a text, suggesting corrections for errors

Language Tool

Al-Insights Analyzes data and extracts patterns, allowing researchers to identify

Cloud Natural Language relevant insights and trends

Einstein Discovery

Google Analytics 4

IBM Watson Analytics

MidJourney

Vertex Al

Tilnside Photo editing app that allows users to create realistic avatars and photos

Bing chat Automatically generates summaries of published articles, assisting

Dall-E researchers in identifying key works on a topic

GPT4

Jasper

NotionAl

Quillbot

Resoomer

SummarizeBot

WordAlcom

Github Copilot Explains research contexts and mathematical equations in detail.

Sci Space Copilot Suggests program code development

Galactica Produces texts, summaries, solves mathematical formulas and even
generates files for Wikipedia

Google Translate Automatically translates texts from one language to another

GPT4

Lumenb5.com
Synthesoa.io

Automatically transforms an article from a website into a video on
YouTube

Note: Survey conducted within the tools in April 2023
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articles for developing the theoretical framework by listing texts related to the research. In a
more in-depth way, they could even summarize academic articles for the researcher to better
understand the text to be read by organizing a list of summaries of possible works to be
incorporated into a research project. Chatbots can be used in the data collection process of a
survey, for example, even clarifying doubts of the interviewees.

Data analyses can be carried out through scripts developed by the system. For example,
automated routines in Python or R can be developed by Al and provided to researchers, who
would then run the analysis with their own data. There are concrete examples of data
scientists who requested ChatGPT to create a dataset and an analysis routine capable of
running the data created (R-bloggers, 2022). There is also the possibility that soon, the
researcher could offer data to these technologies, which could then analyze them according
to a pre-defined technique or even return more efficient analytical options.

In the conclusion section of a scientific paper, systems can assist by suggesting positive
and negative aspects of the work and aiding in writing limitations and future research
sections. New systems can also assist in identifying gaps in the literature on a particular
topic or area, bringing ideas for future research that may interest the academic community.
Table 1 describes some popular applications that use Al for academic-scientific purposes.
From this exploratory survey, the potential of Al is identified to act in the different phases of
the academic production process, from data collection to analysis and presentation of
results. With the evolution of technology and different applications, new possibilities arise
and the trend is for Al to become increasingly present in scientific research.

Use of Al in the evaluation of scientific articles and concerns of the
participants in the scientific publishing process

Participants in the editorial process could also use technology to their advantage. Supported
by Al, editors could easily identify authors of similar articles to the one submitted to
evaluate the submitted papers, saving time-consuming information searches and increasing
the likelihood that the chosen reviewer has more adherence to the research topic or method.
In addition, Al could assist researchers in finding relevant articles for the research topic by
assessing the quantity and quality of scientific articles used in the reviewed article. In other
words, Al can identify and analyze citations in scientific articles, verifying the relevance and
accuracy of the sources used.

It is possible to verify the quality of the language used in scientific production, such as
grammatical, structural, orthographic and punctuation errors. The formatting of articles
according to journal standards can be checked and automatically adjusted, for example.
Another concern of editors is the development of scientific articles based on fraudulent data.
Although Al cannot identify 100% of these cases, it could be used to verify the consistency
of the data used in the research, pointing out indications of possible fraud. Despite these
points of convergence that flag the benefits of Al, authors are requesting that governments
establish regulations for the use of these technologies and language models in science due to
the possible public mistrust of these types of software (Okerlund et al., 2022). An inherent
risk is the ability of language-based applications to produce and distribute misinformation
by creating fake scientific articles (Van Noorden, 2022). An essential question in the
evaluation of scientific articles is whether, for example, ChatGPT should be considered a
co-author, be only described in the methods section or be cited in the acknowledgments.
Even more complex is the decision to use it when analyzing a submitted article for review or
only to assist reviewers in the process.



Final remarks

As Al advances into scientific production, universities question and discuss this new reality.
The Organization for Economic Co-operation and Development highlights that Al is capable
of proposing new hypotheses, as well as identifying research subjects for experimental tests
in areas such as Medicine, for example, but points out the need for improvements in machine
learning technologies and non-governmental organizations (NGOs) and civil society
organizations that are capable of monitoring this development (Nolan, 2021). International
academic journals have been taking a position on the subject, such as Nature with the article
“ChatGPT: five priorities for research” (van Dis et al., 2023). Educational institutions, such
as the University of Chicago, have organized interdisciplinary events to understand this new
field of study (Keith, 2023). In Brazil, funding institutions such as FAPESP have been
expressing their views (Andrade, 2023), and several universities have already held events to
discuss the use and implications of Al in the context of teaching and research [e.g. USP —
Prado’s (2023) report, or Insper with Round Tables — Steiw (2023) news].

In the field of administration, this discussion is still in its early stages, although Al
applications have already penetrated various business and government spheres, from customer
service to organizational processes. More incipiently, we have discussions on the impact of Al
on knowledge construction in administration. Several questions can be raised. For example:
how to ensure that Al applications in knowledge construction are less biased and more precise,
equitable and effective? How to control the recursion of Al learning and the reinforcement of
biases if we use Al to produce content and Al will learn on top of content created by itself? How
will peer reviews be affected by the advancement of AI? Will they still have a place? What
limits will be imposed on the use of Al-based tools in Academia? How will the replacement of
human decision-making processes by machine learning processes affect the richness of state-of-
the-art learning? What government and NGO policies must be implemented to ensure Al is
developed ethically and responsibly in knowledge construction? In other words, researchers
and the authors of this text are concerned about ensuring that Al applications benefit teaching,
research and services for the community.

It is an irreversible path. Although Al can be more precise, fast and apparently free from
the cognitive limitations and biases inherent in people, it replicates biases from the texts in
which it was trained, hence the importance of content curation for Al training. Finally, it
should be noted that replacing the human decision-making process with the machine
learning process can potentially alter the richness of learning (Balasubramanian, Ye, & Xu,
2022). Therefore, let us put our brains to work together with AI!
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