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Abstract

Purpose – The goal of this study is to test the real-world use of an emotion recognition system.
Design/methodology/approach – The researchers chose an existing algorithm that displayed high
accuracy and speed. Four emotions: happy, sadness, anger and surprise, are used from six of the universal
emotions, associated by their own mood markers. The mood-matrix interface is then coded as a web
application. Four guidance counselors and 10 students participated in the testing of themood-matrix. Guidance
counselors answered the technology acceptance model (TAM) to assess its usefulness, and the students
answered the general comfort questionnaire (GCQ) to assess their comfort levels.
Findings –Results fromTAM found that themood-matrix has significant use for the guidance counselors and
the GCQ finds that the students were comfortable during testing.
Originality/value – No study yet has tested an emotion recognition system applied to counseling or any
mental health or psychological transactions.
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1. Introduction
Counseling sessions and similar tasks can be challenging to practitioners. On one hand, they
need to deal with uncooperative patients [1] and on the other hand, they need to give their
patients sound advice. Understanding their patients’ current state is essential to give them
good advice, which can be daunting. Often, patients do not display their true feelings [1], and
this can be hard for practitioners who want no less than understand their patients’ situation.
They exhaust every possible avenue to extract as much information from their patients as
possible by looking at body language, behavior of the eyes and tone of voice or facial
expression [2]. One counselor must really be good at juggling these to be effective in his or
her task.

To support the task of counseling and similar tasks, facial emotion recognition (FER)
system is being proposed. FER models have recently been studied utilizing state-of-the-art
machine learning and deep learning approaches [3]. These models were proven to be accurate
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at recognizing emotions. Some real-world applications with FER models [4–7] have been
tested and were proven to be successful and well-received by their users. Since patients tend
to display facial cues of their true state and feeling, an FER system will be a suitable and a
useful system in accomplishing the task of counseling.

Moreover, two types of facial expressions make the job of a practitioner more difficult,
namely, macro-expressions and micro-expressions [8]. Macro-expressions are the obvious
and normal facial expressions that humans convey. This type of expression lasts for about
half a second or less. It usually coincides with the other ways of expressing emotions such as
the content of the conversation and tone of the person’s voice. This type of expression is not
difficult to pick up. Micro-expressions, on the other hand, is hard to notice as they occur
between one-fifteenth (1/15) or one-fourth (1/4) of a second. However, a camera with a frame
rate of as low as 15 frames per second can easily pick up a micro-expression to which
counselors may have a difficulty. This makes camera-based emotion recognition an ideal
solution.

The objective of this study is to develop an FER system interface as a support mechanism
for practitioners in counseling sessions and similar tasks. This system is expected to
recognize and display both macro-and-micro-expressions expressed by patients. As a first of
its kind, the system will be evaluated by one of its target users – the guidance counselors –
using the technology acceptance model (TAM). The researchers believe that it is also
important to consider the experience of the patients when subjected to the system. Therefore,
the patients’ comfort levels are also assessed by letting them answer the general comfort
questionnaire (GCQ).

Four of the six basic emotions [9] are considered in the system, namely, joy, anger, surprise
and sadness.

2. Literature review
Emotions are exhibited by various identifiable features in the human body. These features
include physiological signals (e.g. changes in blood pressure and heart rate), speech patterns
(e.g. changes in tone and pitch), electroencephalogram or EEG signals, poses, behavior, habits
and voluntary and involuntary actions. These features become the input to emotion
recognition systems. They help recognize and classify emotions. Emotion recognition
systems are classified into two: unimodal and multimodal systems. Unimodal systems
classify emotions using only one identifiable feature. Examples of these systems can be found
in Refs. [10–13] which feature FER systems, and in Refs. [14–16] which feature speech, EEG
and behavior and posture emotion recognition systems, respectively. Multi-modal systems,
on the other hand, classify emotions using two or more identifiable features. In other words,
multi-modal systems use more than one unimodal system in a combined effort to classify
emotions. One example of a multi-modal system can be found in Ref. [17] which features a lie
detector system using facial and voice features.

FER systems are arguably the most popular among emotion recognition systems. It is
believed to be the simplest and cheapest [12]. This is maybe because high-end cameras are
more ubiquitous and becoming less expensive compared with EEG sensors or even
microphones. An FER system takes on an image or video stream input from a camera and
processes each image frame to detect face, extract features and recognize the emotion
exhibited in the face. Some of the very recent FERs developed are mostly using machine
learning techniques such as SVM, CNN and MLP. The study [18] used deep Convolutional
Neural Network which gained an average accuracy of 92.81% in classifying the eight basic
emotions. This is an improvement to previous studies as it can reduce overfitting by
employing a regularization method in fully connected layers. A more recent developed model
ConvNet [19] which uses additional three layers, namely, Local Binary Pattern (LBP), Region
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Based Oriented FAST and rotated BRIEF (ORB), on top of CNN gained a higher accuracy of
98.13% using the same data set. This is the highest that was achieved using the said dataset
even higher to a similar system which uses Extreme Learning Machine (ELM) universal
approximation characteristic along with the Improved Black Hole algorithm which only
achieved 90% [20]. Such model was also tested in real-time and was found to be suitable for a
real-time application. While the two previous models [18, 20] achieved good performance, it
did not have a publicly available source code that can be used for the purpose of this study.
Although [19] has a publicly available code in Python, it was not ready for integration. The
model [21] was found to be publicly available in which a ready-for-integration JavaScript API
[22] was also available. This model was based on CNN and uses Tiny Detector model [23] for
facial detection and SSD MobileNet v1 [24] for emotion classification. Both models achieved
an average precision of 82% overall and an accuracy of 85.4% using the FERPlus data set,
respectively. This model [21] makes a good candidate for this study.

Major breakthroughs have been made to significantly improve the performance of FER
models. Although some of these models [19] were tested in real-time, there is very little study
of their application in a real-world setting such as counseling – an aspect in psychologywhich
is heavily “invested” in emotions. Some research was done to investigate the use of an FER in
entertainment [4], e-learning [5], politics [6] and even robotics [7], among others. One study
[25] investigated the use of an FERwhere CCTV surveillance is used to recognize andmonitor
students’ facial expression. Students showing signs of depression and anxiety are flagged by
the system for counseling later. This study proves the usefulness of an FER but is limited to
only surveillance instead of being used in an actual counseling session. Besides, an issue on
privacy may arise out of such a surveillance system. The study also did not consider how the
student-subjects feel about being surveilled which this study is trying to address. A more
recent empirical study [26] explored the use of emotion visualization techniques for
synchronous, in-person medical encounters between a physician and a patient. Thirty-seven
physicians and 31 patients evaluated the developed system using the TAM. Findings showed
that both physicians and patients are generally accepting of the system. This is a promising
result by which this study takes inspiration upon. A similar system employed in counseling
may also gain positive acceptance. However, what this study failed to perform is to measure
the level of comfort of the patients. The TAM does not measure patient comfort levels, the
GCQ does.

3. Materials and methods
To achieve the objectives of this study, the researchers performed the following: (1) survey
different FER models and compare their performance as well as the availability of their
source codes; (2) determine the functional and design features of the novel interface; (3) design
and implement the user interface (UI); (4) integrate the selected FERmodel and UI into a fully
working system; (5) test the system; and (6) ask the participants to answer a survey
questionnaire on TAM and GCQ, respectively. Figure 1 shows a flowchart of the activities
done throughout the study.

3.1 Survey and comparison of FER models
The researchers dug into the literature to look for an FER model that can be used in the
proposed system. Accounting for timeliness, only models published from the past five years

Figure 1.
Flowchart of the study
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were considered. At least seven studies [10, 11, 18–21, 27] were initially considered as
candidate models. However, in future studies, the researchers recommend the use of Scopus,
the most comprehensive abstract database, to expand the list of candidate models. Working
on the seven studies, four criteria were set when choosing for the model to use. First, the
model must support the four basic emotions joy, sadness, surprise and anger. Second, the
model must have a high classification rate. Classification rate refers to the success rate or
correctness of the system’s outputs based on the total number of correct classifications the
FER has successfully registered. Third, it must be fast enough for real-time use. Lastly, it
must have a publicly available source code which can be integrated easily into a web
application. The researchers believe that the system would be best developed as a web
application. This is considering compatibility and accessibility. In this platform, however,
security must be given attention as an online platform is found to be more susceptible to
security issues. This is given that the system processes very sensitive information.

All seven models supported the four basic emotions. Also, the seven models have a
classification rate of at least 80% except for [27] which has a rate of at most 72.65%. The
model [19] has the highest classification rate at 92.81%. In terms of speed, all models have no
reported slow classification. Among the seven models, only two [19, 21] have publicly
available source codes. Moreover, only [21] has a publicly available source code in the form of
a JavaScript API [22] which can be easily integrated into a web application. It is currently
under license by MIT. This makes [21] the best candidate to use. The model [21] features
automatic extraction of facial features using deep CNN to find Action Units and uses the
Extended Cohn Kanade (CKþ) data set which has already been validated by experts. The
study uses the definition of Ekman and Friesen’s six emotions [9]: happy, sad, surprise, fear,
disgust and anger with the addition of two emotions, neutral and contempt. In addition, the
model [21] uses the Tiny Face Detector model [23] for face detection which has an average
precision of 82% overall. It uses the SSD MobileNet v1 model [24] for emotion classification
with an accuracy of 85.4% using the FERPlus dataset.

The model [21] used the following algorithms for facial detection, feature extraction and
emotion classification. For facial detection, the system has three pretrained models, namely,
Single Shot Multibox Detector (SSD), Tiny Face Detector and Multi-task Cascaded
Convolutional Neural Network (MTCNN). SSD has the highest accuracy, Tiny Face Detector
has the fastest speed, and MTCNN is for experimental purposes. For this study, Tiny Face
Detector was selected for its speed as the system should be running in real-time. For feature
extraction, a CNN algorithm trained from a dataset of about 35k facial images was used. The
algorithm returns 68 facial landmarks. For emotion classification, the systemwas trainedbased
on the extracted features of facial shapes. A confidence threshold of 0.8 and above was set for
the emotion recognition. This threshold wasmanually determined by the researchers after trial
and error. It is recommended, however, that for future work, a calibration mechanism be
employed as different people portray different levels and characteristics of emotions.

3.2 Identification of functional and design features
After choosing the FER model to use, the system functional and design features were then
identified. A functional feature or requirement, in software engineering and systems
engineering, defines a function of a system or its component, where a function is described as
a specification of behavior between inputs and outputs [28]. In essence, it is what the system is
supposed to accomplish. A design feature or requirement, on the other hand, focuses on the
style or look of the system. This is not the design of the user interface per se, but it addresses
the question as to what feature would help the counselors or users better read patients’
emotions on the screen. This is especially that emotions may show on a patient’s face within
split seconds and counselors must be quick enough to read them. Only the researchers
determined such features through assumptions and hypotheses. However, a better and more
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efficient way of gathering these features is to involve the users themselves during the process
as what [26] did. In this way, the users have a say on what they think are the important
functional and design features to include. This strategy will most likely increase the
acceptability of the system.

There are two identified functional features. First, a camera takes an image of a patient’s
face and displays to the counselor the type of emotion found on the face. Second, two sets of
intensities (active or inactive) are displayed on the screen corresponding to the emotion
detected by the system. Though currently limited, the researchers believe that these two basic
features would help the counselors in their counseling sessions. It allows them to check and
verify the emotion currently being felt by their patients. The researchers recommend,
however, extending these features to show the fluctuation of a patient’s emotions throughout
the session. This can provide more useful information to counselors during sessions. In
addition, display of emotion intensities may be expanded to include different levels of
emotions based on Plutchik’s wheel of emotions [29].

There is only one design feature implemented in the system, i.e. the use of colors that fit and
mimic the feel and vibe of each individual’s emotions. It was shown that two common stimulants
directly affect emotion, namely, art andmusic. Themoodof a person canbe altered bymusic [30].
On the other hand, themood and feel of a painting, artwork or environment canbe established by
the colors used byartists [31]. For example, if artistswant to convey feelings of sadness, the color
and shades of blue are often used. In this study, the green color is used to associatewith “joy”, red
with “anger”, blue with “sad” and yellow with “surprise.” Mathematically, this is expressed as
MðxÞ ¼ x; where x ∈ fjoy; anger; surprise; sadg andMðxÞ∈ fgreen; red; yellow; blueg. The
researchers believe that these colors will help counselors quickly read their patients’ emotion on
the screen without heightened effort. This hypothesis, however, was not tested in the current
study. Future study may investigate this. In addition, the use of sound effects or music may be
studied as another alternativewayof relaying the detected emotion to the counselor. Since, itwas
shown that the tempo and volume of music may affect the emotions felt by a person [32].
However, further investigation must be done to harness this idea especially that it may also
introduce distractions during sessions.

3.3 UI design and implementation
The design of the UI was carried out using pen and paper. Currently, only one UI was
designed and implemented, i.e. the main display. The elements found in the display include
the four visual cues representing the four basic emotions supported by the system, each
located at the four corners of the display – startingwith “joy” at the top left corner, then “angry,”
“surprise,” and “sad” in a clockwise order as shown in Figure 2. The layout resembles a
2 3 2 matrix which is why the researchers call the system the mood-matrix. The
four visual cues, which the researchers call mood markers, are also incorporated
with emoticon symbols [33] corresponding to the emotions they represent. The colors, in hex
format, used for the eyes, mouth and outer section of the mood markers are Meyemouthouter

f½1CDE1C 03DB03�; ½FF6666FF3232�; ½FFD300FFD300�; ½8A82FB 407ED7�gwhich is each
a linear gradient [34] of two colors; and for the face are Mface f81ED81; FF9999; FFFDD0;
CABFE9g. The colors of the pulsating region are Mpulse f½1CDE1C 03DB03�; ½FF6666
FF3232�; ½FFD300FFD300�; ½8A82FB 407ED7�} also in linear gradient [34] with transparent
attribute. The pulse around a mood marker shows up when its associated emotion is detected.
In the example in Figure 2, the joy mood marker pulsates to indicate that a happy emotion is
detected in the face. This is the active state of that mood marker. The default state of the mood
markers is the inactive state. When a person is happy or pleased, the green mood marker
activates representing the sense of joy or pleasure. When a person is upset or angry, the red
mood marker activates, depicting the feeling of anger or irritation. When a person is sad or
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fearful, the blue mood marker activates, representing the feeling of sadness or dread. Finally,
the yellow mood marker signifies surprise or shock, and is activated when a person feels
surprised or shocked. This simple system only scans one of the supported four basic emotions
at the time. At the center of the screen is a live video feed of the patient’s face taken from the
camera. In the live feed, the patient’s detected face is surrounded with a bounding box and the
detected emotion is displayed below it along with the confidence score of the detected emotion.
Above it is the confidence score of the face detection. All elements in the display are placed over
a black background over a full-screen layout. The researchers tried different color backgrounds
including white and found black to be better.

3.4 Integration
The designed UI and the selected FER model were then integrated into a working web
application developed using HTML, CSS and JavaScript. The system is solely a front-end
system as there is no need for a back-end component yet. Integrating the UI and the model
was straightforward as the FERmodel used a JavaScript API [22] that was readily available.
For future work, a back-end component may be introduced to store historical information
such as session recordings and emotion detections over time in a database.

3.5 Testing
Initial testing was done by the researchers to test the functionality of the system. The system
was tested and was able to successfully run in Google Chrome (version 103.0.5060.134) and
Microsoft Edge (version 104.0.1293.47) web browsers. It is not known if whether the system
will run in a mobile application or any other browser as the API [22] also did not report any
such limitations or otherwise. During the initial testing, it was found that the API implements
the single face detection algorithm by default. It was observed that this algorithm slows down
the detection speed. This is maybe because it performs an exhaustive scan of all possible
faces in the image input and returns the detected face with the highest score. Therefore, the
researchers opted to use the multiple face detection algorithm, which was found to be faster
and smoother to operate. This algorithm scans for multiple faces in the image. But the
researchers re-programmed it to only process facial features from the first face detected
making the operation faster. Using this updated algorithm, even if somebody passes by
behind the subject, the systemwill still focus on the subject rather than the passerby. This is if
the subject’s face was detected first. Nevertheless, this can be improved to ensure that only

Figure 2.
Mood-matrix interface
prototype
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the subject’s face is being focused by evaluating the subject’s proximity from the camera.
This will eliminate the presumption that the subject’s face must be detected first. The initial
testingwent smoothly and only themodification described previouslywasmade. Since it was
a very simple web application, there was not much to work on after it was confirmed that the
system worked fine.

The system was tested by four guidance counselors and 10 student-patients in a
university library. The testing setup is shown in Figure 3. The guidance counselor and
student-patient sit in front of each other with the camera facing the student-patient and the
laptop computer facing the guidance counselor. The camera used is a Foscomax Motion
Tracking USBWebcamwith 1080p video capture resolution at 30fps and has a USB plug and
play feature. In addition, it has a special low-light feature capable of auto-dimming and color
corrections under bad lighting conditions. It also has smooth video quality which optimizes

Figure 3.
Testing setup: (1) A

diagram layout of the
testing setup. (2) Setup

in the university
library with a guidance

counselor (left) and
student-patient (right)
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the images and videos automatically giving the best performances in video situations with a
10 – 300 cm high-precision autofocus. The computer used is a Huawei MateBook D14 laptop
which has a 14-inch 1920 3 1080 pixels display, an AMD Ryzen 7 3700U processor and an
8GB RAM with 500GB storage. During pandemic, the university library has no constant
visitors, so this made the testing run smoothly with no issues as if the counseling session was
held in a closed-door private room.

The testing was done in a one-on-one counseling session with four guidance counselors
paired with student-patients. Two guidance counselors were paired with three student-
patients at a time while the other two were paired with two student patients at a time. The
testing lasted for two weeks, and each counseling session lasted for an average of 45 minutes
to one hour. A consent formwas signed by each participant in compliance with the norms and
ethical standards of conducting research with human participation.

3.6 Survey
After each session, the guidance counselors and student-patients answered the TAM and
custom GCQ, respectively. Given that two guidance counselors were paired with three
student-patients while the other two were paired with two student patients, there were a total
of 20 answered questionnaires. Guidance counselors answeredTAMmultiple times for a total
of 10 sets of responses. In this way, guidance counselors will have a chance to change their
responses as using a new system may require time to familiarize. TAM was developed by
Davis in 1989 [35] and is a reliable model for assessing the perceived acceptability of a system
through a Likert scale [36]. It assesses the system’s perceived ease of use (PEU), perceived
usefulness (PU), attitude toward usage (ATU) and behavioral intention to use (BIU).
Kolcaba’s GCQ [37] was used to measure the student-patients’ level of comfort during the
session. GCQ was built as an instrument to measure the comfort of patients and to identify
positive and negative aspects of health care provided to patients regardless of health
condition. Its original version contains 48 items covering physical, spiritual, environmental
and social dimensions. A custom GCQ was used containing only 14 relevant questions.

4. Results and discussions
This section discusses the results of the TAM and GCQ surveys.

4.1 Guidance counselors’ acceptance of the mood-matrix based on the TAM
The TAM is a descriptive survey; thus, the method of descriptive statistics applies here. A
total of 10 responses were gathered but only the final four responses of the four guidance
counselors are assessed. With the small number of guidance counselors joining the study,
raw numbers will be assessed, analyzed, and interpreted. Each sub-section below presents in
a table the responses of the counselors to each TAM categories.

4.1.1 Perceived usefulness (PU). PU is described as the “prospective user’s subjective
probability that using a specific application system will increase his or her job performance
within an organizational context [36].” In this study, PU is defined as the degree to which the
guidance counselors believe that using the mood-matrix would enhance their job
performance. Table 1 below presents the responses to the PU category.

4.1.2 Perceived ease of use (PEU). PEU is defined as the “the degree to which the
prospective user expects the target system to be free of effort [35].”Here, PEU is the degree to
which the guidance counselors believe that using the mood-matrix requires relatively less
effort. Table 2 below presents the guidance counselors’ responses to the PEU category.

4.1.3 Attitude toward usage (ATU). ATU represents the “individual’s evaluative feelings
(positive or negative) when performing a particular behavior [36].” This determines the
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intention of the guidance counselors to use the mood-matrix. Table 3 below presents the
guidance counselors’ responses to the ATU category.

4.1.4 Behavioral intention to use (BIU).BIU is defined as “the actual use of a given program
and therefore determines technology acceptance [36].” This criterion simply means that the
guidance counselors have a drive to apply or use themood-matrix. Table 4 below presents the
guidance counselors’ responses to the BIU category.

4.1.5 Discussion on the results of the TAM. Table 1, which shows the PU category results,
showed that the guidance counselors have mixed reactions to the ease of using the mood-
matrix, especially on items 1 and 2. Item 1 refers to the difficulty of which a user can work
without the use of themood-matrix, while item 2 refers to howmuch control they have in their
work when using the mood-matrix. Two guidance counselors disagreed to item 1 and one

No. Item
Strongly
disagree Disagree

Neither
agree nor
disagree Agree

Strongly
agree Total

1 My job would be difficult to
perform without the mood-
matrix

0 2 1 1 0 4

2 Using the mood-matrix gives
me greater control over my
work

0 1 1 1 1 4

3 Using the mood-matrix
improves my job performance

0 0 0 3 1 4

4 The mood-matrix system
addresses my job-related
needs

0 0 1 3 0 4

5 Using the mood-matrix saves
me time

0 0 2 2 0 4

6 The mood-matrix enables me
to accomplish tasks more
quickly

0 1 0 2 1 4

7 The mood-matrix supports
critical aspects of my job

0 0 0 2 2 4

8 Using the mood-matrix allows
me to accomplish more work
than would otherwise be
possible

0 0 2 1 1 4

9 Using the mood-matrix
reduces the time I spend on
unproductive activities

0 0 2 1 1 4

10 Using the mood-matrix
enhances my effectiveness on
the job

0 0 0 2 2 4

11 Using the mood-matrix
improves the quality of the
work I do

0 0 0 2 2 4

12 Using the mood-matrix
increases my productivity

0 0 0 3 1 4

13 Using themood-matrixmakes
it easier to do my job

0 0 1 2 1 4

14 Overall, I find the mood-
matrix system useful in my
job

0 0 0 3 1 4 Table 1.
Perceived

usefulness (PU)
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No. Item
Strongly
disagree Disagree

Neither
agree nor
disagree Agree

Strongly
agree Total

1 I often become confused
when I use the mood-matrix

0 3 1 0 0 4

2 I make errors frequently
when using the mood-matrix

0 3 1 0 0 4

3 Interacting with the mood-
matrix system is often
frustrating

0 4 0 0 0 4

4 I need to consult the user
manual often when using the
mood-matrix

0 4 0 0 0 4

5 Interacting with the mood-
matrix system requires a lot
of my mental effort

0 3 1 0 0 4

6 I find it easy to recover from
errors encountered while
using the mood-matrix

0 1 1 2 0 4

7 The mood-matrix system is
rigid and inflexible to
interact with

0 3 1 0 0 4

8 I find it easy to get the mood-
matrix system to do what I
want it to do

0 2 1 1 0 4

9 The mood-matrix system
often behaves in unexpected
ways

0 2 2 0 0 4

10 I find it cumbersome (slow/
complicated/inefficient) to
use the mood-matrix

0 4 0 0 0 4

11 My interaction with the
mood-matrix system is easy
for me to understand

0 0 0 4 0 4

12 It is easy for me to remember
how to perform tasks using
the mood-matrix system

0 0 0 4 0 4

13 The Mood-matrix system
provides helpful guidance in
performing tasks

0 0 0 4 0 4

14 Overall, I find the mood-
matrix system easy to use

0 0 0 4 0 4

No. Item
Strongly
disagree Disagree

Neither agree
nor disagree Agree

Strongly
agree Total

1 I believe it is a good idea
to use the mood-matrix

0 0 0 2 2 4

2 I like the idea of using
the mood-matrix

0 0 0 2 2 4

3 Using the mood-matrix
is a positive idea

0 0 0 2 2 4

Table 2.
Perceived ease of
use (PEU)

Table 3.
Attitude towards
usage (ATU)
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guidance counselor disagreed to item 2. This implies that it would be difficult to perform and
to take control of their jobs when using the system. The reason is that they are simply too
skilled and professional to read the emotions of their patients even without the help of the
system. One guidance counselor disagreed with item 6 expressing that the mood-matrix
makes their job slower to finish. This is mainly due to the constant reminder to glance at the
screen, to which the researchers do agree. Apart from these, the mood-matrix has garnered
positive feedback overall from the guidance counselors and thus has a good score in the PU
category.

As shown in Table 2 for the PEU, it is shown that the mood-matrix interface is easy to use.
It has a good score in this category although there are someminor setbacks. Item 6 shows that
one guidance counselor finds it hard to recover from the system’s mistakes. Item 8 finds that
two guidance counselors had a hard time controlling the system on what they want it to do.
Item 9 also finds that half of the guidance counselors found that it sometimes behaves in
unexpected ways, although it was not a serious issue, commenting that “there is a ghost face”
when it tries to scan for faces with no plain background on the screen. This can be easily
addressed by having the patient sit behind a plain wall. Nonetheless, the mood-matrix
garnered positive results overall in the PEU category.

Shown in Table 3 are the responses for the ATU category. The mood-matrix has a very
good score in this category, although not perfect. All guidance counselors find that the system
is a good program to use for their work. Additionally, they like the idea of using it as a support
mechanism for reading their patients’ emotions and that it is a positive idea to use it in their
everyday work.

Lastly, the mood-matrix has a good score in the BIU criteria as shown in Table 4. All
guidance counselors find that they would want to use the mood-matrix in the future.
Additionally, if they have access to the system, theywill want to use it in their future sessions.

In conclusion, the mood-matrix generally has a positive score in most of the criteria in the
TAM and therefore can be a good system to use in the future in guidance counseling and
similar tasks. Additional comments to the mood-matrix include the following: (1) the outputs
of the system are consistent with the context of the topics that are being discussed by the
patients during the session; (2) the color and icon used may be more conspicuous/visible, and
the placement of the mood markers should be closer to the center; (3) the client/patient seems
to fixate more on the camera instead of the guidance counselor but is overall helpful in
detectingmood changes and variety; and (4) themood-matrix is a recommended and practical
program to use.

4.2 Patients’ comfort level when subjected to the mood-matrix based on the GCQ
The patients’ comfort levels may determine how well they displayed and emitted true
emotions to the guidance counselors. Thus, their comfortability was assessed. In addition,
since guidance counseling and similar tasks deal with sensitive information such as

No. Item
Strongly
disagree Disagree

Neither agree
nor disagree Agree

Strongly
agree Total

1 I plan to use the mood-
matrix in the future

0 0 0 3 1 4

2 Assuming that I have
access to the mood-matrix,
I intend to use it

0 0 0 3 1 4 Table 4.
Behavioral intention to

use (BIU)
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emotions, the researchers believe that it is important to gather patient’s feedback to the
system. Table 5 shows the responses of the student-patients to the GCQ.

Normally, before a custom GCQ is used, the calculation of the Cronbach’s alpha is
performed after a pre-testing to determine its internal consistency [38]. Equation (1) below
shows the computation of Cronbach’s alpha.

α ¼
�

k

k� 1

� 
s2y � Σs2i

s2y

!
(1)

where k is the number of questions used, s2y is the variance of the total scores and s2i is the
individual variances of each question. After plugging the numbers, the value of the
Cronbach’s alpha is 0.31854 or 32%. This indicates that there is little correlation between
the questions chosen, and that its internal consistency and reliability is not good. According
to Ref. [37], Cronbach’s alpha should be between 0.7 and 0.95 for the GCQ to be reliable.

4.2.1 Discussion on the results of GCQ. Despite the poor reliability of the GCQ, the
researchers still proceeded to describe its results the same way the TAMwas examined. This
is given the nature of the GCQ which is descriptive. From Table 5, it is found that most of the
patients were comfortable during the sessions although some exceptions were noted. For
example, item 2 finds that one patient did not find the library to have enough privacy. In
addition, one patient was constipated during the study which indicates discomfort. Two
patients did not feel healthy at the time of testing and one patient was feeling out of control.
There are also other variables such as room temperature that were not collected in the GCQ
which may have affected the comfortability of the patients. However, overall, the patients are
generally comfortable when subjected to the system. It is undeniable though that the
computed Cronbach alpha score was not good. This may be reconsidered, and the system

No. Item
Strongly
disagree Disagree

Neither agree
nor disagree Agree

Strongly
agree Total

1 My body is relaxed right
now

0 0 1 4 5 10

2 I have enough privacy 0 1 0 5 4 10
3 I feel confident 0 0 0 6 4 10
4 The current

surroundings are
pleasant

0 0 0 4 6 10

5 I do not like it here 7 3 0 0 0 10
6 I am constipated right

now
5 4 0 0 1 10

7 I do not feel healthy right
now

3 4 1 2 0 10

8 This roommakes me feel
scared (uneasy)

6 4 0 0 0 10

9 I would like to see my
counselor more often

0 0 0 8 2 10

10 The mood around here
uplifts me

0 0 0 8 2 10

11 This view inspires me 0 0 2 5 3 10
12 I feel out of place here 7 2 1 0 0 10
13 I feel out of control 6 3 0 1 0 10
14 I feel peaceful 0 0 1 3 6 10

Table 5.
Custom general
comfort
questionnaire (GCQ)

ACI



may be retested and reevaluated in the future to improve the reliability of the evaluation
instrument.

5. Conclusion
The researchers performed five steps throughout this investigation. First is choosing an FER
system that yields good accuracy and speed with a source code that is publicly available and
easily integrable in a web platform. CNNwas chosen as it was the model that obtained a good
accuracy and had a model that was open-source JavaScript API. Second, the researchers
determined and implemented functional and design features for the FER system. These
features were then implemented as a web interface. Third, the FER interface is integrated
with the open-source code. Fourth, the mood-matrix was tested by guidance counselors and
student-patients. The mood-matrix is then evaluated by the guidance counselors for its
usability through the TAM survey. Finally, the comfortability of patients is assessed using
the custom GCQ to determine if patients are fine when subjected to the mood-matrix. This
study provides insight to future researchers on the use of an FER in guidance counseling and
similar tasks. Overall, the results are promising as it was shown that an FER system is an
acceptable system in the field of guidance counseling in particular and maybe psychology in
general.

6. Future works
Future researchers could investigate the use of multimodal systems which was shown to
improve classification rate by 20% [39]. The two emotional intensities supported in this study
may be expanded further. Sonification [40]may also be studied to incorporate sound effects or
music as a way of relaying emotional information to the users. A calibration mechanismmay
be introduced to automatically adjust the threshold of detections. Screen recording feature as
well as a graph showing the fluctuations of emotions over time may be integrated as
recommended by the guidance counselors.
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