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Abstract

Purpose – The purpose of this study is to explore the concept of the economic lot sizing and the time cycle period of reordering. The stochastic demand is quite common in the real environment of a cement retailer. The study compares three methods to obtain the optimal solution of a lot-sizing ordering from the real case of the previous study where the dataset is collected from the area of some retailers at Banda Aceh Province of Indonesia.

Design/Methodology/Approach – The problem model appears when the retailer with shortage has to fulfill the lot size in the optimal condition to the stochastic demand while at the same time has the backlog condition. Moreover, when the backorder needs the time horizon for replenishment where this condition influences the holding cost at the store, many retailers try to solve this problem to minimize the holding cost, but on the other side, it should fulfill the customer demand. Three methods are explored to identify that condition: a Wagner–Whitin algorithm, the Silver–Meal heuristic, and the holding and ordering costs. The three methods are applied to the lot sizing when there is a backlog.

Findings – The results of this study show that the Wagner–Whitin algorithm outperforms the other two methods. It shows that the performance increases around 27% when compared to the two other methods in this study.

Research Limitations/Implications – All models are almost approximate and useful to determine the cycle period on stochastic demand.

Practical Implications – The calculation of the dataset with the three methods would give the simple example to the retailer when he faces the uncertainty demand models. The prediction of the calculation is done accurately than the constant calculation, which is more economic.

Social Implications – The calculation will contribute to much better predictions in many cases of uncertainty.

Originality/Value – This is a initial comparative model among other methods to achieve the optimal stock and order for a retailer
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1. Introduction

In the real environment, the probability of variance should influence the customer demand at the retailer level. The retailer’s inventory is reviewed periodically in a certain interval of time where the goods would be ordered after review. The modified policy can be used where the interval is in the short condition. It is called the (Q, R) policy. The (Q, R) policy should be implemented when the inventory level drops to the reorder point when the warehouse places an order. This condition is solved with the inventory system that has the two-notation s and S policy while the stock goes over. It means the inventory drops under s and it starts to increase to the S level. This situation generally is called the modified (Q, R) policy of an (s, S). In this situation, it is hard to define the optimal condition of s and S for the stochastic model. The simple way is to find the values, and it usually uses the calculation of Q and R values where this strategy continues to review the model; in this case the s is settled to R and S equals R + Q.

This environment, the warehouse, keeps the base stock level parameter to keep the stock safely. Furthermore, the warehouse must calculate to fulfill the stock level at the point of based stock level and the suitable order for each period. It should be done after the stock is reviewed in the warehouse and then it is increased to the base stock level after the order. This condition protects the warehouse from the shortage while waiting for the replacement process of goods. It means that the order arrives after a period where the current order could fulfill the demand for the period (Simchi-Levi et al., 1999).

Reorder point for continuous review policy (R, Q) is under simple assumptions with reorder point (R), is zero since the lead-time (L) is zero. It means that the order starts when the stock in the warehouse is zero and the delivery should be sent immediately. The problem then appears when managing the warehouse with reordering to care for the shortage for anticipating the stochastic demand, based on the forecast time horizon demand (Fradinata et al., 2014). In this situation, the Wagner–Whitin algorithm, Silver Meal heuristic, and holding and ordering costs try to solve the dynamic order of lot-sizing problem situation.

The contribution of this paper is to compare the three methods and to choose the optimal condition based on the algorithm in managing the warehouse for reorder at the retailer level.




2. The methods


2.1. Data collection

Some cement retailers in the Banda Aceh district were used for data collection. The data have the characteristic of stochastic demand from a customer in one year with per month basis. The signal demand is shown in Figure 1.




2.2. Reorder point

Reorder point is the order of goods to the factory when replenishing the particular inventory stock plus the safety stock at a certain period. The level equalization of the inventory position with the stock level is when the lead time L>0, which means that the batch unit at L time has ordered earlier, reorder point is changed to R = Ld.
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Figure 1.    The Stochastic Customer Demand at the Retailer Level




2.3. Time-varying demand

Demand variation is mostly used in the real world due to the variations caused by the customer need or by other reasons. The products can be produced based on a certain customer need by the factory. The factory should be on a contract with the retailer where it must send a certain quantity on a specific date based on the agreement (Fradinata et al., 2015).

When the factory agrees to produce a lot sizing on the stochastic demand, it is mostly expected that the production is a determinate amount of separate time between periods (Axsäter, 1996). The period can be defined in a cycle of time in the day, week, and month. It is considered that the demand period can be the starting point of the first period since there is no stock at the first time when conveying a lot size; the lot size or batch is at a certain time of the period (Fradinata et al., 2017). The holding and ordering costs are assumed constant over time where no backorder is allowed. It can be described in the following notation. The notation T is the number of periods, di is the demand for the period of i, i = 1, 2, ….., T, (with di>0). A is the ordering cost. h is the holding cost per unit.

The methods of ordering and holding costs have the purpose of minimizing batch quantities. The stochastic demand has a different quantity at a different time with optimal lot sizes (Axsäter, 1982).




2.4. The Wagner–Whitin algorithm

Dynamic programming is the most common approach where it was suggested by the Wagner and Within (1958) algorithm, described in the notation, that fk is the minimum cost of k + 1, k + 2, T and fk,i’ is the minimum cost of 1, 2, …, k, when the last delivery period is t (1 ≤ t ≤ k). The form formula is
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The optimal solution is sent by the last delivery. It is clear that fo = 0 and that f1=f1,1 = A. This is because in one period we get the setup cost and no holding costs. This is assumed that the beginning period appears to be the demand period. We assume that if ft−1 at the value of t>0, it is then easy to obtain fk,t for k ≥ t as
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Since the delivery period has the value of t, then ft − 1 is the minimum cost. The setup cost is A in each period. It is assumed that the initial period has the demand in the first time. It means that dt is not a holding cost. This combination is hdt+1. The period demand t + 2 is kept in stock during two periods, t and t + 1, and the holding cost could be 2hdt+1, etc.

The value of f1 ,f2, ….., fk−1 can solve the problem for the periods. Then, we can determine fk, for 1≤ t ≤ k from formula (2) and also solve for k periods (1), after which we can use the procedure for k + 1 periods, etc. Furthermore, when applying (2) it is obvious that we just need to consider k ≤ T. After all T periods are obtained, it follows the steps: first, use (1) for k = T, and the minimum of t by t’. After that, recalculate again (1) for k = t’(1 for the last supply t”. Next, it considers (1) for k=t”(1, and it continues until obtaining the minimizing t which equals with the deliveries (Axsäter, 1980).

The variables are the demand (T) with 12 periods. A notation is the ordering cost for $350, and h is the holding cost for $1/unit of the period. Then set f1,1 = 350, and then use Eq. (2) to determine f2,1=f1,1+1*150 = 500, f3,1 = f2,1 +2*100 = 700, etc., on the f6,1 it is noted that the holding cost connected to the demand in period 6 is 450 >A = 350. Let the value of f be f1 = f1,1 = 350. Applying (2) from here, f2,1, f2,2, etc are obtained. After completing, use Eq. (1) to get f2=min {f2,1, f2,2} = min {1,360, 1,050, 1,050, 1,050} = 1,050. These are from the diagonal in Table 1, where it is optimized to the right to obtain f3= min{1,360, 1,050, 1,000, 1,050} = 1,000 and this is continued until the table completes. Finally, the minimum cost f12= min {11,080, 100,10, 11,510, 15,110, 17,930}= 10,010 is obtained by applying (1).

The minimum cost is obtained for both t’ = 10 and i’ = 8. Reflect that t’ is 10. Then we get 8, where the optimality must be reached over eight periods. By looking at the equivalent diagonal, t” is 4 and t’” is 4. Finally, t”” is 1 and the solution is complete. Table 2 shows optimal solutions to brief the condition of the dataset.




2.5. The Silver–Meal heuristic

The concept of Silver–Meal heuristic is to select the new amount of delivery when there is an increase in the value at the beginning of the average per period costs. It means that the initial delivery should be calculated over n periods and the next period in n + 1:
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and
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Table 1.    Solution of fk,t From the Variation Demand

The calculation of this study presented in Table 3 shows that Period 1 covers the demand in the period 1 with the ordering cost of $350.




2.6. Balanced holding and ordering costs heuristic

Holding and ordering costs heuristic can be used to identify the optimal solution for the stochastic lot size problem. In this matter, holding and ordering costs are the same size as the following algorithm, n periods cover the first delivery quantity and n is given by the following formula:
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When the ordering cost exceeds the holding cost, it is chosen as a new delivery where the next lot size is calculated in a similar way in the period n + 1.
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Table 2.    Optimal Solution Batch Size
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Table 3.    Silver–Meal solution in Periods
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Table 4.    Solution Holding and Ordering Costs Heuristic
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Figure 2.    A Comparison of the Methods to the Total Batch Size Per Year






3. Result and discussion


3.1. Wagner-Whitin algorithm

Table 1 shows the demand in 12 horizontal timelines with the variation stochastic demand (dt). The Wagner–Within algorithm was general with the backlog problem. The view of the optimal solution in Table 1 indicates the computational complexity. This method has the ability to solve the dynamic lot size problem with the cycle horizon. It determines the lot sizes in each first cycle of the period. The time horizon is infinite but in this case uses the approximation of the finite horizon. Optimal solutions are at t = 1, 4, and 8, and then the total batch size is 2,235.




3.2. Silver–Meal heuristic

This method is simple and the most commonly used in the real situation of the single retailer to plan the order of the backlog condition. The optimal condition is shown in Table 3.

Table 3 shows that the batch size for the order in periods t = 1, 4, 6, and 9. The result is 450, 475, 340, and 1,060 respectively. It means that the order in a year should be 2,325. Then it continues to the third step, etc.




3.3. Balanced holding and ordering costs heuristic

The condition of the dataset is used to determine the optimal solution of gathering from holding costs to ordering cost. The result is described in Table 4. It is simple to verify that it obtains the same as the Silver–Meal heuristic.

Table 4 shows that the result of the batch size in periods are t = 1, 4, 7, and 9 with the amount of 450, 625, 190, and 1,060 respectively. The total batch size order for a year is 2,325. It has the lead time which varies for difference backorder. In the real situation may be there are a very few backlog conditions while waiting for the replenishment time. Allowing the backorders means that a number of goods could be supplied after it has been requested by the retailer. Furthermore, the quantity of batch Q is delivered for x-factors.

Figure 2 illustrates that the total efficiency cost using the Wagner–Whitin algorithm is the most economic with 2235($1) = $.2235, then followed by the Silver–Meal with $.2325 and the holding and ordering cost methods with $.2325. The two other methods are approximate.






4. Conclusion

The study is to identify the inventory control at the warehouse with three methods: Wagner–Whitin algorithm, Silver–Meal, and holding and ordering costs in stochastic demand at the retailer level in Banda Aceh. One of the problems in the warehouse is when managing the order to take care of the shortage of stochastic demand. The result is that the Wagner–Whitin algorithm outperformed the other methods, Silver–Meal and holding and ordering costs, in this study. The Silver–Meal and the holding and ordering costs showed the approximate results. The efficiency of the Wagner–Whitin algorithm is 27% higher compared to the two other methods. It means that the Wagner–Within algorithm is more economic than other methods. The horizontal periods have a different cycle for each method due to the characteristic of the stochastic demand.
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