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Abstract
Purpose – The purpose of this paper is to analyze a variety of factors that can explain the differences in
commercial bank efficiency among 17 countries in Latin America (LatAm).
Design/methodology/approach – In a first stage, data envelopment analysis (DEA) and conditional
efficiency analysis techniques are used to assess the relative efficiency level of 409 banks for the 2014-2016
period. The conditional efficiency approach considers environmental variables (that are beyond themanager’s
control), which could influence the shape and the level of the boundary of the attainable set. In the second
stage, the resulting conditional efficiency scores are correlated with internal variables (those that are under
the manager’s control), which might affect the distribution of the inefficiencies. For this purpose, an
econometric approach developed by Simar andWilson (2007) is used.
Findings – First stage scores reveal the heterogeneity of average efficiency within the region. Regarding the
factors that may explain the differences in performance in the LatAm banking sector, the results allow us to
state that certain internal variables such as bank size, the ratio of loans to total assets and the ratio of non-
performing loans show the expected relationship to efficiency, in line with much of the previous literature.
Originality/value – This is the first time that conditional efficiency and Simar andWilson (2007) approaches
have been applied at the same time to analyse the LatAm banking industry.
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Paper type Research paper

1. Introduction
The banking industry plays a crucial role in modern economies. Banking institutions are
business entities dedicated to financial intermediation, involving the allocation of surplus
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liquidity among different economic agents. They use deposits and other liabilities from
people or firms with a surplus of resources, redirecting them to economic agents who lack
such resources, in the form of loans and other assets. These are fundamental functions from
amicro- andmacro-economic perspective.

In the last few decades, the structure of the banking industry and the relationships among its
key players has substantially changed. The internationalisation of banking activity has been
one of the most significant recent trends in the sector, and Latin America (LatAm) is one of the
world regions that has undergone the greatest transformations in this new competitive scenario.
As a consequence of this process and because of the implementation of the Washington
Consensus policies in the 1990s, the region has witnessed extensive deregulation of its financial
system and has become increasingly integratedwith the international capital markets.

The financial reform has given rise to various policy developments, technological
transformation, an increased level of deregulation, numerous privatisations of financial
institutions, as well as the active involvement of foreign banks in the financial sector (Sáez-
Fernández et al., 2015). Moreover, during these years, some LatAm economies have achieved
significant economic development and deeper regional integration. All of this has increased
efficiency and productivity in the LatAm banking sector, helping banks to reach the most
efficient production frontier – as has been suggested in previous literature – and has led to
growing market concentration in the region. On this topic, Carvallo and Kasman (2017)
provide a comprehensive analysis of the efficiency in the LatAm banking sector using a
panel of banks from 19 countries over the 1999-2013 period, finding that efficiency levels
have improved in the region, particularly with regard to cost efficiency. However, important
differences in performance (i.e. degree of development and level of efficiency) may persist,
which is one of the reasons for the continuing relevance of this research topic (Saona, 2016;
Tabak et al., 2013; Yeyati andMicco, 2007).

Specialised literature highlights bank efficiency as an essential issue. Economic growth,
financial stability and allocation of resources could improve when bank efficiency increases
(Berger and Humphrey, 1997). Therefore, in the last few decades, numerous studies have
appeared that assess efficiency in the banking sector; many of these focus on the LatAm
region. In some of these studies, the analysis is limited to estimating banks’ efficiency levels
using different methodological approaches, namely, parametric and non-parametric (Miller
and Noulas, 1996; Lang andWelzel, 1996). Other works, however, go further and explore the
factors that explain observed efficiency differences; such analyses usually distinguish
between the environmental factors and internal factors that can influence performance.
Dietsch and Lozano-Vivas (2000), Tecles and Tabak (2010) and Lozano-Vivas et al. (2002) are
good examples of this research line. However, as Simar and Wilson (2007) (SW hereafter)
observed, these models include a critical assumption regarding the “separability” condition.

The present study is part of the second branch of the literature. To analyze LatAm bank
efficiency, in a first stage, we use data envelopment analysis (DEA) to construct a non-
parametric frontier for all banks in our sample, regardless of their home country. In this
respect, this first stage is not suitable for comparing diverse banking systems because it
does not consider cross-country differences in regulatory, economic and demographic
determinants, which are beyond the control of bank managers. Given this weakness, to
properly apply the well-known SW econometric approach to the resulting efficiency scores,
we first examine those variables that might violate the separability condition and apply
conditional measures of efficiency accounting for those variables.

This paper contributes to the present literature by introducing conditional measures of
efficiency and the SW approach to analyse the LatAm banking sector. To that end, the
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separability condition proposed by SW has been considered to correctly select the factors
used in the second stage of our analysis.

The remainder of this paper is organized as follows. Section II briefly reviews the
existing literature. Section III outlines the methodology used for the measurement of
banking efficiency and its determinants. Section IV describes the sources of data and the
variables. Section V presents and discusses the empirical results, and Section VI provides
the conclusion for this study.

2. Performance in banking: a brief literature review
In this section, we review the relevant literature on bank efficiency and highlight studies on
LatAm countries. A banking institution’s proximity to the best practice frontier is one way
of considering how efficient a bank is. In recent decades, a large body of literature has
emerged, which is aimed at studying performance in banking using different efficiency
approaches.

The literature has also analysed performance in the banking industry from different
perspectives, including technical efficiency (Miller and Noulas, 1996), scale and X-efficiency
(Carb�o et al., 2002), allocative efficiency (Sathye, 2001), as well as cost and profit efficiency
(Prior, 2003; Ray and Das, 2010). In this line, Aiello and Bonanno (2018) performed a meta-
regression analysis of the empirical literature on banking efficiency that includes 120 papers
published over the 2000-2014 period, summarising the different results and perspectives
regarding cost and profit efficiency.

The survey of the literature has pointed to a wide set of environmental variables that
influence banking efficiency such as ownership of capital (Lin and Zhang, 2009), origin of
investors (Havrylchyk, 2006), banking regulations (Barth et al., 2013), size (Bonin et al., 2005)
or ownership structure (Beck et al., 2013).

From a geographical point of view, some studies have examined banking performance on
a global scale (Bhimjee et al., 2016), while others have focused on emerging economies
(Huang and Fu, 2013), transition economies (Weill, 2003; Yildirim and Philippatos, 2007),
developed economies (Berger, 2007) or other particular economic areas.

As a result, some studies have specifically focused on the LatAm banking industry,
estimating regional common frontiers as we have done in this study, (Vianna and Mollick,
2018; Kasman and Carvallo, 2013) or examining individual LatAm economies (Staub et al.,
2010). These studies on bank efficiency are particularly important because they depict
LatAm as a region in which the macroeconomic and environmental variables are becoming
increasingly similar to those in the international scenario. They focus on the relationship
between efficiency and market power (Williams, 2012); the relative efficiency of large and
small banks (Chortareas et al., 2011); the influence of shareholders versus stakeholders on
performance (Jiménez-Hernández et al., 2019); the relationship between performance on the
one hand, and public versus private ownership or foreign versus domestic ownership on the
other hand (Figueira et al., 2009) and the impact of liberalisation on performance (Leightner
and Lovell, 1998).

In this regard, some papers assume that bank-specific variables such as ownership, risk,
financial ratios and size affect the evolution of bank inefficiency components, whereas
country-level environmental variables produce changes in the cost or profit functions (Fries
and Taci, 2005). However, several papers assume that changes in inefficiency over time and
across countries depend on country-varying environmental variables, which play no role in
explaining the main cost and profit functions (Kasman and Yildirim, 2006; Pasiouras et al.,
2006; Lozano-Vivas and Pasiouras, 2010).
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Different techniques have been applied to assess the relative technical efficiency of banks
and how this is influenced by environmental and market factors. All these techniques try to
solve the problem of the inherent dependency of non-parametric full frontier efficiency
scores when regression analyses have been used. Using non-parametric full frontier scores
in a second-stage regression without any correction might violate basic model assumptions,
thus yielding inconsistent estimates. In this sense, the bootstrapping technique (Delis and
Papanikolaou, 2009), the SW (2007) approach, the slacks-based measure (Tone, 2001) and
second-stage Tobit regression (Grigorian and Manole, 2002) produce more consistent
results.

In recent years, a growing number of studies have used the SW approach to analyse
correlations between efficiency and environmental variables from a range of perspectives
(profit efficiency and productivity, super-efficiency analysis, cost and revenue efficiency and
technical efficiency) and for different countries or regions (Indonesia, Central and Eastern
European Countries, Jamaica, Gulf Cooperation Countries, France, Germany, Italy, Spain,
the UK, Malaysia, Vietnam, China, India, and frontier markets in Africa). However, no
studies to date have focused on the LatAm region as a whole (Pancurova and Ly�ocsa, 2013;
Stewart et al., 2016).

As we have indicated above, environmental variables may influence the production
process, thus generating differences in the performance of production units. Recently,
several models have been developed to provide an appropriate way of accounting for the
effect of such variables in non-parametric production models (B�adin et al., 2014). The
conditional approach introduced by Cazals et al. (2002) and extended by Daraio and Simar
(2005, 2007) and Daraio et al. (2015) is one such method proposed in the recent literature to
overcome the restrictive condition of separability between the input–output space and the
space of the environmental variables implicitly assumed by the two-stage approach
(Cordero et al., 2016). If the separability condition holds, the factors have no influence on
either the shape or the level of the boundary of the attainable set, and the potential effects of
environmental factors on the production process are only through the distribution of the
inefficiencies. Alternatively, if the separability condition does not hold, then
the environmental factors may influence the level and the shape of the boundary of the
attainable sets (Daraio et al., 2015).

3. Methodology
Since the mid-20th century, efficiency studies have developed different methodologies to
assess the efficiency of observed units (Koopmans, 1951; Debreu, 1951; Farrell, 1957) in a
wide range of industries (e.g. the banking industry). These include non-parametric (DEA
and Free Disposal Hull, FDH) and parametric approaches (Stochastic Frontier Approach,
SFA; Distribution Free Approach, DFA; and Thick Frontier Approach, TFA).

Before implementing the two-stage analysis that we use in this study, we apply the
common frontier approach with non-parametric DEA techniques to determine the Farrell
efficiency scores. These results provide us with an average efficiency level for each country
in the region under study. Typically, two-stage estimation techniques involve assessing
technical efficiency by DEA or FDH estimators in the first stage, and then regressing the
resulting scores on particular environmental or internal variables in the second stage. This
approach is extensively used in the relevant literature. Moreover, the FDH method (Deprins
et al., 1984) is best suited to identifying clear cases of inefficiency. While DEA (Charnes et al.,
1978) assumes a convex technology and applies linear programming for enveloping the data
to construct empirical production frontiers and evaluate relative efficiency, FDH is based on
the principle of weak dominance and envelops the data with a non-convex staircase-hull
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(Tauchmann, 2012). Under the FDH method, if there is an insufficient number of similar
DMUs for an evaluation, some DMUs are categorised as efficient by default. Over the years,
DEA has been applied in a large number of papers (a recent survey can be found in
Emrouznejad and Yang (2018)).

As our sample includes a varied group of countries with different levels of competition
in the market, it seems more appropriate to use technical efficiency instead of cost or
profit efficiency for international comparisons. Furthermore, cost or profit definitions of
efficiency need information on input and output prices, which are not available with the
required degree of disaggregation. For both these reasons, only technical efficiency is
estimated in this study. Note that we use total operating expenses as the labour input
instead of number of employees because of the high proportion of missing data for the
latter (Barth et al., 2013).

Before analysing the impact of the environmental variables on our technical efficiency
scores, we should discuss the separability condition described by Simar and Wilson
(2011) for each of our factors. We assume that the variables that are beyond the control of
the bank managers may influence the level and the shape of the boundary of the
attainable sets. Thus, before applying the second stage of the SW (2007) approach, we
analyse the conditional efficiency scores using these environmental (exogenous)
variables.

Variables that are beyond the control of the bank managers:
� Market structure (The Herfindahl-Hirschman Index, HHI, using share of total

assets): Theoretically, market concentration will reduce the competition in this
sector resulting in lower efficiency levels for the industry as a whole. We assume the
separability condition does not hold; thus, this factor may influence the level and the
shape of the boundary of the attainable set. For this reason, we include this variable
in the first-stage conditional efficiency calculation.

� GDP per capita (in constant 2010 US$): Higher GDP per capita levels may mean
higher purchasing power levels, which translates into a higher number and better
quality of banking services. They are also likely to be associated with better-quality
banking regulations. We therefore expect this variable to be correlated with higher
levels of banking industry efficiency.

� Domestic credit as % GDP: Theoretically, a well-developed financial system in an
economy could imply higher efficiency levels.

� Population density: We assume that high population density levels make it relatively
cheaper for banks to market their products and services due to agglomeration
economies, or external economies of scale. Accordingly, countries with higher levels
of population density might present higher levels of technical efficiency.

� Inflation rate: A high inflation rate might generate higher levels of uncertainty
regarding economic agents’ decisions and lower levels of technical efficiency.

In the second stage of our analysis, we have applied the SW (2007) approach to analyse the
internal variables that could influence the DMUs’ efficiency distribution.

Variables that are under the control of the bank managers:
� Size (Total assets): Because of internal economies of scale, we expect a significant

positive relationship between bank efficiency and the size variable when a constant
returns to scale (CRS) model is applied. A positive sign when applying a variable
returns to scale (VRS) model, would indicate that large banks are closer to their
technological frontier (i.e. better managers).
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� Foreign or Domestic: Previous literature on this topic reports conflicting results and
conclusions. Domestic banks are usually more involved with their home clients than
foreign banks are. However, foreign banks enjoy certain comparative advantages
because of their access to a wide range of financial markets and better ‘know how’.
Previous literature finds that, depending on the country or region under study,
foreign ownership is associated with lower or higher efficiency.

� Public or private: Theoretically, private banks are more focused on achieving high
profit levels than on providing socially-beneficial services. Public banks try to
ensure that their production process has positive effects on their region and local
population. In general, previous literature finds that non-state-owned banks achieve
higher technical efficiency than state-owned banks.

� Loan to assets: Theoretically, we would expect this variable to have different effects
depending on whether the focus of analysis is on technical, cost, revenue or profit
efficiency. Previous literature finds that the loans-to-assets ratio is negatively
associated with cost efficiency but positively associated with revenue efficiency.

� Risk (Loan loss reserves to total assets): It is possible that, in the short run, banks
that are over-producing risky loans and use fewer resources in the credit evaluation
process may erroneously appear to be more technically efficient than banks that are
otherwise equal but use more resources in the credit evaluation process and grant
less risky loans. For this reason, we expect higher efficiency levels in the long run
for the latter type of banks (Huang, 2005). Previous literature points out that risk
(measured by the Z-Score or even by the ratio of non-performing loans to total loans)
adversely affects efficiency.

SW is a commonly used procedure to perform second-stage analysis when the dependent
variable is constructed using DEA. Simar and Wilson (2007) point out that efficiency scores
generated by the DEA method are, by construction, serially correlated. They highlight that
virtually no previous studies had corrected for this statistical problem until they drew
attention to the issue.

3.1 Data envelopment analysis input-oriented technical efficiency model
To implement the method, let us first assume that we observe a sample of k = 1, . . . ,K banks
(DMUs) that make use of a set of N inputs, represented by x = (x1, . . . ,xN), to produce a set of
M outputs, namely, y = (y1, . . . ,yM). It is also assumed that inputs and outputs are all non-
negative. The technology used by the banking industry to transform inputs into outputs is
formally defined as follows:

T ¼ x; yð Þ 2 RðNþMÞ
þ jx � 0; y � 0; x can produce y

h i
(1)

Furthermore, we assume that the technology satisfies the axioms initially proposed by
Shephard (1970), including the possibility of inaction, no free lunch, free disposability of
inputs, strong disposability of outputs and convexity. Based on this characterisation of the
technology, Farrell’s input-oriented technical efficiency (Farrell, 1957) can be defined as
follows:

Technical efficiency ¼ Minw j wx; yð Þ 2 T (2)

Under the assumption of variable returns to scale (Banker et al., 1984), the technical
efficiency of DMU k’ can be assessed from the following program:
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Minw k0 w k0

Subject to:

XK
k¼1

l kxkn# w k0xk�n n ¼ 1; . . . ;N ðiÞ

XK
k¼1

l kykm � yk0m m ¼ 1; . . . ;M ðiiÞ

XK
k¼1

l k ¼ 1 k ¼ 1; . . . ;K ðiiiÞ

l k � 0 ivð Þ

(3)

where w k� is the input-oriented technical efficiency of DMUk 0, ykm is the amount of the mth
output (m = 1,. . .,M) produced by DMUk, xkn is the amount of the nth input (n = 1,. . .,N)
consumed by DMUk and l k is the weight assigned to DMUk (k = 1, . . . , K). Furthermore,
variable returns to scale are assumed through restriction (iii); therefore, each bank is
compared to another observed bank – or the linear combination of the activity of two or
more observed banks in the sample – of a similar size.

Input-oriented technical efficiency has been selected because of supply and demand
reasons. Demand side limitations in each country banking sector will not allow getting the
maximum output reachable. It seems more appropriated to analyse how much input
quantities can be proportionally reduced without changing the output quantities produced.
Without this limitation, output-oriented technical efficiency might be actually as important.
In general, in bank efficiency analysis, DEA model have been applied by assuming either
input-oriented technical efficiency or output-oriented technical efficiency orientations (Aiello
and Bonanno, 2018; Kaffash andMarra, 2017).

3.3 Conditional efficiency
The statistical model in SW (2007) is defined by Assumptions A1–A8 listed in their paper.
These assumptions extend the standard non-parametric production model, where DEA
efficiency estimators are consistent, to include environmental variables. SW notes that
Assumptions A1–A2 imply a separability condition, which may or may not be supported by
the data; hence, the condition should be analysed.

The environmental factors influence neither the shape nor the level of the boundary of
the attainable set, and the potential effect of Z (external factors) on the production process is
only through the distribution of the inefficiencies. If the separability condition holds, it is
meaningful to measure the efficiency of a particular production plan (x, y) by its distance to
the boundary of the technology.

We implemented the second SW (2007) algorithm to obtain bias-corrected technical
efficiency scores in the input-oriented DEA model. Computations are based on the distance
function, i.e. the reciprocal of the efficiency score, with a range of one to infinity.

The size of the confidence interval for the bias-corrected DEA score in our case is 0.05,
and the number of bootstrap replications used in the second loop of the SW (2007) algorithm
is 1,000.
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To assess the first-stage conditional efficiency scores, we have run the R-project package
‘rDEA’ version 1.2-5, which allows us to estimate bias-corrected efficiency scores in input-
oriented DEAmodels with environmental (exogenous) variables.

In the presence of environmental variables (Z), SW (2007) propose a semi-parametric
bootstrap procedure for obtaining bias-corrected distance function estimates d , which are
the reciprocal of u . For the input-oriented case, the algorithm is based on the separability of
inputs and environmental variables (Simar andWilson, 2011).

3.4 Simar and Wilson approach
SW (2007) proposed a procedure that allows the use of environmental variables as
determinants of efficiency scores and corrections for the problem of serial correlation using
bootstrapping and truncated regression. The bootstrap method is based on the idea of
resampling the original data to assign statistical properties to the quantities of interest. It
should be borne in mind that:

� the efficiency scores are not observed but estimated;
� they are relative rather than absolute scores;
� the two-stage DEA procedure depends on other explanatory variables that are not

considered in the first stage; and
� the efficiency score is restricted to the zero-one interval, which should be considered

in the second-stage estimation.

This last feature of the efficiency score is why this procedure also requires truncated
regression. SW overcomes these difficulties by generating artificial bootstrap samples from
this process, and constructing standard errors and confidence intervals for the parameters of
interest through bootstrapping. We follow this procedure by applying the first algorithm
proposed by SW (2007). In our case study, the procedure entails the following steps after
having computed bank efficiency scores:

(1) Use maximum likelihood techniques and the subset of DMUs with efficiency below
one to estimate the parameters b and s« in the truncated regression where bank
efficiency scores (TEff) are the dependent variable and z is a set of covariates
related to the dependent variable. Formally:

dTEffk ¼ b 0zk þ e k with e k ¼ « k þ j k and j k � dTEffk � TEffk

(2) Loop over the following three steps L times (in our case, 1000) to obtain a set of
bootstrapped estimates of the parameters b and s« , namely, B ¼ bb b ; bs b

«

� �1000
b¼1

� For each bank’s efficiency scores, draw« k from a normal distribution:

N ¼ 0; bs«½ �, right truncated at 1� b̂
0
zk

� �
.

� Compute TEff bk ¼ b 0zk þ « b
k again

� Estimate bb b and bs b
«
by truncated regression and maximum likelihood using the

artificially generated bank efficiency scores computed in step 2.
(3) The last step comprises using values in B and the original estimates to build a

confidence interval for the parameters b and s« .

4. Data, variables and sample
Our empirical analysis is based on data fromMoody’s Analytics BankFocus, a database that
includes information on about 44,000 banks worldwide, including commercial and
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investment banks. The information is sourced by Bureau van Dijk and Moody’s Investors
Service, from a mixture of annual reports, information providers and regulatory sources.
The resulting data set provides accounting and financial statistics that are highly suitable
for cross-country comparisons and also offer good coverage of the selected banking markets
in our case study.

After removing banks with missing data for some of our variables of interest, and
detecting and removing outliers using partial frontier approaches[1], our final data set
includes information on 409 commercial banks, referring to the years 2014, 2015 and 2016
from 17 LatAm countries. We have only selected banks in civil law countries in the region,
and we have excluded Aruba, Curacao, Haiti, Suriname and Venezuela because of tax haven
and political instability concerns. Because we observe these banks over a three-year
period and that a few of them have no available data for a particular year, our final data set
includes a total of 1124 observations.

Regarding the representativeness of our final sample, Table I presents some figures at
the country level, as well as the representativeness for the whole sample of economies.

The appropriate definition and measurement of banking inputs and outputs has been the
subject of discussion in the literature. To characterise the banking production function,
empirical studies implement one of two approaches: the production or the intermediation
approach. The production approach regards banks as producers of deposit and loan account
services using only traditional inputs (e.g. capital and labour). However, the intermediation
approach regards banks as intermediaries between savers and investors, collecting deposits
and funds on one side and providing them as different types of loans and other assets. We
have followed the intermediation approach (Sealey and Lindley, 1977) to characterise the
banking production function, and the asset approach for the input-output selection. These
two approaches are the most commonly used in analyses of performance in the banking
industry in previous literature (Berger et al., 1997). The asset, user cost and value-added
methods differ as to whether various bank liabilities and assets should be considered inputs
or outputs. Under the asset approach, banks are considered as financial intermediaries only

Table I.
Representativeness
of the banks in the
sample (% for the
2014-2016 period)

Observations (%) Total assets (%)

Argentina 130 82 505991996 99
Bolivia 41 95 59743451 100
Brazil 232 56 6167967183 97
Chile 46 84 941932031 99
Colombia 51 75 646913669 86
Costa Rica 42 95 123712273 100
Dominican republic 54 52 93345503 99
Ecuador 51 86 101996472 90
El Salvador 33 65 48261960 94
Guatemala 50 88 107401963 100
Honduras 7 88 14533144 100
Mexico 97 69 1286086286 98
Nicaragua 15 100 18735607 100
Panama 144 76 343300856 84
Paraguay 46 100 53763934 100
Peru 54 86 318555576 99
Uruguay 31 72 104380714 99

Source:Authors’ elaboration from Moody’s Analytics BankFocus
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between liability holders and those who receive bank funds. Loans and other assets are
considered bank outputs, and deposits and other liabilities are inputs in the intermediation
process (Berger and Humphrey, 1992). Recent studies show the sensitivity of bank efficiency
scores to different output definitions (Tortosa-Ausina, 2002).

Accordingly, and in line with previous papers, the inputs included in our characterisation
of the technology are operating expenses as a proxy for labour, non-earning assets as a
proxy for physical capital, plus equity and customer deposits as two financial inputs. The
outputs, however, are gross loans and financial assets (Bhatia et al., 2018). Some descriptive
statistics are presented in Table II. The high standard deviations seen in Table II highlight
the large size differences among the banks operating in the region.

5. Results and discussion
In this section, we present and discuss the results obtained in the two stages of our analysis.
In the first stage, the input-oriented technical efficiency has been computed for each one of
the observations in the sample using program (3). In this respect, it is worth noting that to
obtain the performance scores, all the observations for all years – 2014, 2015 and 2016, as
explained in Section 4 – have been pooled into a single sample. While this enables an
increase in both the number of observations in the data set and in the discriminating power
of our DEA-based models (Cooper et al., 2007), it also requires assuming that no technical
progress has occurred during this three-year period. In our opinion, this is a realistic
assumption since 2014-2016 is a fairly short period and no important technical changes have
occurred in LatAm economies or international financial markets during that time. Table III
reports the banking industry radial efficiency means and conditional efficiency means, as
well as the standard deviations for efficiency for each country under VRS[2]. Before
applying the SW (2007) second-stage analysis, we estimate bias-corrected efficiency scores
in an input-oriented DEA model with environmental (exogenous) variables, which we
assume do not meet the separability condition described above. These efficiency scores
allow us to use the SW (2007) approach for the rest of the variables, which we assume do
meet the separability condition and enable the analysis of the effect these variables have on
the conditional efficiency levels estimated in the first stage.

Technical VRS efficiency scores and conditional VRS efficiency scores have been
weighted by the total assets of each bank. These results provide a clearer picture of how
efficient the banking industry is in each country and reveal the degree of heterogeneity in
average efficiency within the region. Estimates show that the average efficiency levels vary
widely among LatAm countries, with values ranging between 0.953 for Chile and 0.294 for

Table II.
Sample descriptive

statistics (in constant
2016 $US million)

Mean SD

Inputs
Equity 845 2981
Customer deposits 4014 13179
Non-earning assets 1573 7214
Operating expenses 448 2266

Outputs
Gross loans 4576 18810
Financial Assets 1736 8873

Source:Authors’ elaboration from Moody’s Analytics BankFocus
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Nicaragua in the case of radial efficiency case; however, the corresponding values for
conditional efficiency scores are 0.798 and 0.270, respectively. The weighted mean efficiency
score for all countries analysed is 0.839.

It is also interesting to take a closer look at the efficiency score distribution across the
different countries in LatAm but without any kind of weight to examine the whole
distribution of efficiency scores across banks and countries. In this regard, Table VI in the
appendix provides descriptive statistics for all countries in our sample, while Figure 1
shows the kernel density estimation for radial and efficiency conditional scores under VRS
and CRS.

The main differences between radial and conditional efficiency scores can be seen in
Brazil, Chile, Mexico, Panama, Argentina and Colombia under both VRS and CRS. It is
worth noting that, under VRS, the conditional efficiency scores are lower than the radial
estimates in those countries, while the opposite is true for CRS estimations. These

Table III.
Estimates of
technical efficiency

Radial Conditional
Mean SD Mean SD Rad – Cond

Brazil 0.9186 0.2906 0.6573 0.2052 0.26
Chile 0.9539 0.3014 0.7861 0.2489 0.17
Mexico 0.7456 0.2989 0.5939 0.2257 0.15
Panama 0.7022 0.229 0.5711 0.1588 0.13
Argentina 0.5915 0.2189 0.466 0.1543 0.13
Colombia 0.7614 0.2265 0.636 0.1929 0.13
Peru 0.6571 0.2018 0.5828 0.1836 0.07
Guatemala 0.5345 0.1425 0.4628 0.1218 0.07
Dominican republic 0.5284 0.2187 0.4717 0.1709 0.06
Uruguay 0.3721 0.2241 0.3188 0.1458 0.05
Costa Rica 0.5241 0.112 0.4724 0.1016 0.05
Ecuador 0.4797 0.1404 0.43 0.1154 0.05
Bolivia 0.4362 0.0874 0.3872 0.0726 0.05
Paraguay 0.3649 0.1032 0.3272 0.0935 0.04
El Salvador 0.3416 0.0815 0.314 0.0792 0.03
Honduras 0.4237 0.0838 0.3978 0.0846 0.03
Nicaragua 0.2944 0.0398 0.2703 0.0408 0.02
Average 0.5665 0.4791

Figure 1.
Univariate kernel
density estimation
(VRS and CRS) –All
countries
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differences in the efficiency measures point to how environmental variables affect the
efficiency level in these industries and might indicate the importance of considering how the
assumption of constant or variable returns to scale can affect the results. GDP and market
size emerge as the main variables that can explain these changes in the differences between
radial and conditional efficiency when we use CRS or VRS estimations. Figures A1 and A2
in the appendix show the univariate kernel density estimation for the major countries of our
sample[3].

In our second-stage analysis, we applied the first SW algorithm, which is designed to
enable inferences about the results. We performed 1,000 repetitions using the software Stata
12 and the package developed by Tauchmann. This algorithm should improve the
robustness of the second-stage analysis and ensure consistent results.

Table IV shows our results when we use VRS for the conditional efficiency score. We use
VRS conditional efficiency scores as a dependent variable in our baseline regression models
to exclude the differences explained by economies of scale. However, we replicate our
analysis with CRS efficiency scores, thus obtaining qualitatively and quantitatively similar
results[4]. All our regressions include time fixed effects.

Table IV sheds light on the relationships between different covariates and our efficiency
score estimated in the first stage. Size is positively related to our efficiency score under both
VRS and CRS. This indicates that large banks are closer to the technological frontier, which
can be explained by better managerial performance. This coefficient is semi-elasticity and
holds for different specifications of the regression model. Regarding the variable loans to
assets, the coefficient is positive and highly significant in all the models, while the coefficient
for risk is negative. The results hold when we reduce the sample to nine countries with more
complete data (Table V). In this reduced sample, we do find better performance in domestic
banks, but the difference is not very significant. Regarding ownership, we do not find any
difference between the performance of private and public banks.

6. Summary and conclusions
In recent decades, an abundant literature has been published on banking efficiency. Related
studies have applied different approaches and methodological tools to different countries or
regions all over the world, enabling a more accurate understanding of efficiency levels
observed in the sector, as well as the factors that can determine inefficiencies. Latin America
has been no exception to this trend and in recent years many studies have attempted to
measure the efficiency of its regional banking and identify possible determinants of LatAm
bank performance.

Following this trend, the present study performs a two-stage analysis to assess efficiency
in the LatAm banking industry. In the first stage, we estimate the technical efficiency levels
of banks in 17 LatAm countries using a conventional DEA technique and the conditional
efficiency technique. Before applying the SW (2007) second-stage analysis, we estimate bias-
corrected efficiency scores in an input-oriented DEA model with environmental (exogenous)
variables, which we assume to not meet the separability condition described above. In the
second stage, we identify internal factors that can influence the estimated levels of
conditional efficiency, applying the SW (2007) model. As far as we are aware, this is the first
time that this combination of the conditional efficiency and SW approach has been applied
to the banking sector in LatAm. This model allows us to overcome certain problems
associated with conventional regression, incorporating bootstrapping techniques and
offering much more reliable and robust results than those obtained with more traditional
econometric methods.
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First stage scores reveal the heterogeneity of average efficiency within the region, ranging
between 0.953 for Chile and 0.294 for Nicaragua in the case of radial efficiency, and between
0.798 and 0.270 in the case of conditional efficiency scores. These results support previous
efficiency scores reported in the literature. They show how bank industries in countries such
as Chile, Brazil, Colombia and Mexico are operating at high levels of technical efficiency
relative to the region. Regarding the conditional efficiency scores, these results show how
variables that are beyond managerial control have a greater effect on some countries’
banking industries than on others. In this regard, banks in Brazil, Chile, Mexico and Panama
are the most affected by external variables.

Although the choice of determinants comes from previous banking industry studies,
there is no general consensus as to the main drivers of efficiency in the banking sector.
Regarding the factors that may explain the differences in performance in the LatAm
banking sector, our results allow us to state that certain internal variables such as bank size,
the ratio of loans to total assets and the ratio of non-performing loans show the expected
relationship to efficiency, in line with much of the previous literature. In sum, everything
seems to indicate that increasing the size of the banks makes them more efficient, which
become more specialised in loans and credits also boosts efficiency and that inadequate
credit risk management involves a higher relative consumption of inputs. However,
although domestic banks seem to have an advantage in terms of efficiency, the results are
not definitive. This weak result could indicate that national and foreign banks do not
present significant differences in performance; in a sense, this finding would be in line with
the results of Sáez-Fernández et al. (2015), who conclude that the entry of foreign banks in
LatAm, primarily in the 1990s, prompted the modernisation of the national banks,
indicating that efficiency levels in the two types of entities are now fairly similar.

Notes

1. By construction, non-parametric frontiers are defined by extreme values. The appearance of
outliers may substantially influence efficiency scores. In this regard, recent studies have
addressed non-parametric efficiency measurement using so-called partial frontier approaches; in
particular, order-m (Cazals et al., 2002) and order-a (Aragon et al., 2005) efficiency. These
approaches generalise FDH by allowing for superefficient observations to be located beyond the
estimated production-possibility frontier (Tauchmann, 2012).

2. We also have run all the calculation for the seven main economies (in terms of GDP) in the region
(Brazil, Mexico, Argentina, Colombia, Chile, Peru and Ecuador) as well as Uruguay and Paraguay
(which have healthy banking industries) in order to ensure the robustness of the scores. See
Table AI in the appendix.

3. The figures show interesting patterns within countries; particularly interesting are the
asymmetric results between Argentina and Chile. However, more research is needed to analyze
differences within countries.

4. Tables AIII and AIV in appendix.
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Appendix

FigureA2.
Univariate kernel
density estimation
(CRS) – Selected

countries

FigureA1.
Univariate kernel
density estimation
(VRS) – Selected

countries
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Table AI.
Estimates of
efficiency scores (9
countries)

Radial Conditional
Mean SD Mean SD Rad – Cond

Brazil 0.926 0.28 0.7007 0.209 0.23
Chile 0.9689 0.247 0.8193 0.212 0.15
Mexico 0.7635 0.264 0.647 0.214 0.12
Colombia 0.7894 0.182 0.6864 0.16 0.10
Argentina 0.653 0.19 0.559 0.143 0.09
Peru 0.7171 0.151 0.6533 0.142 0.06
Ecuador 0.6124 0.163 0.5635 0.134 0.05
Uruguay 0.5095 0.192 0.4621 0.154 0.05
Paraguay 0.6497 0.178 0.6088 0.169 0.04
Average 0.7322 0.6333

Table AII.
Estimates of
efficiency scores –
descriptive statistics

Simple average Median SD P(90) P(10)
Row labels VRS VRS – Cond VRS VRS – Cond VRS VRS – Cond VRS VRS – Cond VRS VRS -cond

Argentina 0.38 0.32 0.32 0.29 0.22 0.15 0.67 0.54 0.18 0.16
Bolivia 0.44 0.39 0.43 0.39 0.09 0.07 0.52 0.52 0.35 0.35
Brazil 0.49 0.38 0.42 0.34 0.29 0.21 1.00 0.69 0.16 0.13
Chile 0.74 0.62 0.87 0.75 0.30 0.25 1.00 0.82 0.22 0.19
Colombia 0.55 0.47 0.53 0.47 0.23 0.19 0.83 0.71 0.25 0.21
Costa Rica 0.42 0.38 0.39 0.34 0.11 0.10 0.61 0.54 0.31 0.28
Dominican republic 0.42 0.36 0.36 0.32 0.22 0.17 0.80 0.68 0.24 0.22
Ecuador 0.42 0.37 0.37 0.33 0.14 0.12 0.65 0.54 0.27 0.25
El Salvador 0.30 0.27 0.33 0.30 0.08 0.08 0.40 0.35 0.18 0.16
Guatemala 0.38 0.33 0.36 0.31 0.14 0.12 0.52 0.46 0.19 0.15
Honduras 0.39 0.36 0.41 0.39 0.09 0.09 0.46 0.44 0.29 0.26
Mexico 0.52 0.42 0.52 0.43 0.30 0.23 1.00 0.73 0.16 0.13
Nicaragua 0.29 0.26 0.29 0.27 0.04 0.04 0.33 0.31 0.23 0.21
Panama 0.65 0.52 0.62 0.53 0.23 0.16 1.00 0.73 0.36 0.31
Paraguay 0.32 0.28 0.30 0.27 0.10 0.09 0.45 0.41 0.54 0.16
Peru 0.37 0.33 0.28 0.24 0.20 0.19 0.69 0.61 0.19 0.16
Uruguay 0.40 0.33 0.37 0.32 0.23 0.15 0.66 0.54 0.15 0.14
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