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Abstract

Purpose –Although businesses continue to take up artificial intelligence (AI), concerns remain that companies
are not realising the full value of their investments. The study aims to provide insights into how AI creates
business value by investigating the mediating role of Business Process Management (BPM) capabilities.
Design/methodology/approach – The integrative model of IT Business Value was contextualised, and
structural equation modelling was applied to validate the proposed serial multiple mediation model using a
sample of 448 organisations based in the EU.
Findings –The results validate the proposed serial multiple mediation model according to which AI adoption
increases organisational performance through decision-making and business process performance. Process
automation, organisational learning and process innovation are significant complementary partial mediators,
thereby shedding light on how AI creates business value.
Research limitations/implications – In pursuinga complexnomological framework,multiple perspectives on
realising business value from AI investments were incorporated. Several moderators presenting complementary
organisational resources (e.g. culture, digital maturity, BPM maturity) could be included to identify behaviour in
more complex relationships. The ethical and moral issues surrounding AI and its use could also be examined.
Practical implications –The provided insights can help guide organisations towards themost promisingAI
activities of process automation with AI-enabled decision-making, organisational learning and process
innovation to yield business value.
Originality/value – While previous research assumed a moderated relationship, this study extends the
growing literature on AI business value by empirically investigating a comprehensive nomological network
that links AI adoption to organisational performance in a BPM setting.
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1. Introduction
While Artificial Intelligence (AI) technology emerged in the 1960s, only recently has it gained
considerable traction due to its potential business applications. This study defines AI as “the
simulation of human cognitive functions using intelligent agents” (Russel and Norvig, 2016).
Vast amounts of structured and unstructured data (Big Data), cloud computing, data
management, programming frameworks, and AI services have contributed to the new wave
of AI, providing a readily available platform for adoptingAI technology. In the last few years,
organisations have increasingly turned to AI to realise business value through sustained
competitive advantage (Krakowski et al., 2023). AI has quickly developed to the point where it
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can undergo transformations that enable intelligent automation and augmentation and create
opportunities for ongoing digital innovation (Grewal et al., 2020, May et al., 2020, Abbad et al.,
2021; Enholm et al., 2021; Trocin et al., 2021; Akter et al., 2022; Johnson et al., 2022).
Nonetheless, organisations continue to struggle with how to adopt and leverage AI
technologies and realise performance gains (Mishra and Pani, 2020).

Despite extensive research on IT Business Value (De Haes et al., 2020), coherent
understanding of how AI technologies create business value is still missing (Enholm et al.,
2021). Prior research posited the adoption of AI had a partial indirect influence on
performance by mediating the organisational capabilities of creativity and agility (Mikalef
and Gupta, 2021;Wamba, 2022; Chen et al., 2022). However, these studies did not consider the
role played by Business Process Management (BPM) in how AI creates value. BPM is
recognised as one of the most central and sustainable management approaches (Rosemann
et al., 2004). Its structured and strategic approach complements AI’s innovative capabilities
(Ng et al., 2021), prompting investigations into AI adoption in a BPM context. Wamba-
Taguimdje et al. (2020a) examined the mediating effect of process-oriented dynamic
capabilities and emphasised the process-level impact (Wamba-Taguimdje et al., 2020b). Still,
the ways that AI generates business value, specifically via BPM capabilities, have yet to
receive sufficient attention (Ahmad and Van Looy, 2020). The study contributes to the
existing discourse by considering the research question: “How do AI technologies create
business value through BPM capabilities?”. To that end, a holistic understanding of the value-
generation process is needed.

The proposed extendedAI Business Value Framework includesAI-enabled capabilities as
components of AI adoption, mediating the capabilities and effects of BPM on process and
organisational levels. Duality in using AI to augment and automate human capabilities to
create value is already recognised (Raisch and Krakowski, 2021). The automation–
augmentation perspective is integrated by introducing business process automation as a
mediator. The considerable innovation potential of AI, i.e. innovation ambidexterity, is
incorporated through continuous and radical process improvements. Connections are also
drawn between organisational learning and innovation ambidexterity based onAI’s ability to
impact both the exploration and exploitation of process innovation (Mishra and Pati, 2020).
The outcomes were deconstructed into lower- and higher-order effects, representing process-
and organisational-level impacts to better understand the ways AI contributes to
performance. Considering the mediating effect of lower-order measures, the analysis
explores market and operational performance through the lens of process and decision-
making performance. The aim of this approach is to provide amore detailed understanding of
the value-generation process.

A components-based view of AI adoption and Business Process Automation (BPA) has
been conceptualised and operationalised. Both AI adoption and BPA are regarded as
essential and foundational elements in efforts to measure the impact and value of AI. The
established guidelines of Podsakoff et al. (2016) for the concept, scale development, and
validation were followed. Finally, the newly developed measures for AI adoption and BPA
were merged with existing measures in a structured questionnaire, representing the
operationalised research model. The developed questionnaire was used in an EU-wide
research study involving 448 organisations based in the EU (hereafter: “EU organisations”)
that use AI technology in their business processes.

The remainder of the paper is structured as follows. The next section introduces the
theoretical basis of the hypotheses and the proposedAIBusiness Value Framework. Section 3
describes the researchmethods, before presenting the study results. Finally, a discussion and
conclusion are provided along with the theoretical contributions, managerial implications,
limitations, and future research suggestions.
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2. Theoretical background and hypotheses
To align this studywith existing research (Table 1) on the adoption of AI, the Resource-Based
View (RBV) was selected as the theoretical framework. Earlier research in the broader
Information Systems (IS) domain applied the RBV extensively, positioning it as the central
theoretical perspective for understanding how IS resources produce value and enable
organisations to attain performance gains (Patas et al., 2012).

As business goes digital, data becomes a vital resource. It helps capture, harness and
understand business operations, enabling organisations to improve and adapt to the
changing environment (Aydiner et al., 2019b). AI leverages data as a core resource through
AI-enabled capabilities, thereby improving performance.

The greater frequency of environmental dynamism and complexity in business
operations means that organisations operate in environments with considerable
unpredictability (Wamba et al., 2020). The Dynamic Capabilities View (DCV) was applied
to address the vital role of capabilities in copingwith a highly volatile environment (Haarhaus
and Liening, 2020). Existing research suggests that IS resourcesmay havemany attributes of
dynamic capabilities and thus be particularly useful for organisations in rapidly changing
environments (Steininger et al., 2022). The RBV and DCV are, accordingly, deemed
appropriate for this study’s theoretical framework.

2.1 AI and firm performance
In this paper, AI is understood as the “simulation of human cognitive functions using
intelligent agents” (Zebec and �Stemberger, 2020) or AI systems, i.e. “machine-based systems
that can, for a given set of human-defined objectives, make predictions, recommendations, or

Author Scope Theory Findings

Wamba-
Taguimdje et al.
(2020a)

150 AI-related case studies RBV,
DCV

(þ) AI capability → Process-driven Dynamic
Capabilities, Firm performance

Mikalef and
Gupta (2021)

Survey, 143 senior US firm
managers

RBV,
DCV

(þ) AI capability → Organisational Creativity
and Organisational performance

Wamba (2022) Survey, 205 US firm
managers

RBV,
DCV

(þ) AI assimilation → Organisational agility,
Customer agility, Firm performance

Chen et al. (2022) Survey, 394 e-commerce
entrepreneurs

RBV,
DCV

(þ) AI capability → Firm creativity, AI
Management, AI-driven decision-making,
Firm performance

Rammer et al.
(2022)

Germany Community
Innovation Survey (CIS)
2018

(þ) AI → Innovation performance

Bag et al. (2021) 306 senior executives in
South Africa

KBV (þ) Big data-powered artificial intelligence →
Knowledge Management Process, Decision-
Making Style, Firm performance

Mishra et al. (2022) 10-K data from US firms (þ) AI focus → Firm performance
Kim et al. (2022) 395 US-listed firms using

AI between 2000 and 2018
(þ) AI adoption → Firm performance, (þ) AI
adoption → Automation

Lui et al. (2022) 62 US-listed firms between
2015 and 2019

(�) AI adoption announcements → Firm
market value (�) AI adoption announcements
→ Abnormal market returns

Note(s): (þ) Positive impact; (�) Negative impact; RBV, Resource-Based View; DCV, Dynamic Capabilities
View; KBV, Knowledge-Based View
Source(s): Authors own work)

Table 1.
Current empirical

studies on AI and firm
performance
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decisions influencing real or virtual environments. AI systems are designed to operate with
varying levels of autonomy” (OECD, 2019).

Researchers have demonstrated a robust IT capability can enable an organisation to
improve its processes and overall performance (Santhanam and Hartono, 2003). Recent
empirical research shows that the adoption of AI impacts organisational capabilities and can
improve performance (Table 1). It is argued in this study that AI-specific ability to create
intelligent agents facilitating the automation–augmentation of decision-making and
transformation (improvement and redesign) of business processes can unlock considerable
Organisational Performance (OP) gains. First, a test is conducted for the direct effect to
confirm the proposed full or partial mediation. This leads to formulation of the following
hypothesis:

H1. AI adoption positively influences OP.

Lui et al. (2022) state that AI adoption projects are challenging, and organisations must
consider how their AI investment will affect their business value. This means a holistic
understanding of the value-generation process is needed to predict outcomes and reduce the
associated risk.

2.2 AI business value model
The aligning ofAI adoptionwith business processes can bring significant performance gains,
as confirmed by exploratory research and suggested by previous studies on IT business
value (Schryen, 2013). For this purpose, the integrative IT business value model (Melville
et al., 2004) was adopted to study AI adoption in the BPM setting. The model provides an
appropriate holistic perspective on the AI business value-generation process, integrating AI
resources, BPM capabilities, business processes, process performance, organisational
performance, and the external environment.

Prior research (Table 1) established that the impact of AI is mediated by particular
organisational capabilities. Three capabilities were identified by aligning the AI resources
with BPM capabilities (Kerpedzhiev et al., 2020): BPA, Organisational Learning (OL) and
Business Process Innovation (BPI), i.e. an ambidextrous innovation view that combines the
operational capability of incremental process improvements (BPII) and the dynamic
capability of radical process improvements (BPIR). Consistent with the IT business value
model, outcomes on the process level were examined, considering Business Process
Performance (BPP) andDecision-making Performance (DMP), and themodel was extended to
the OP level.

The individual relationships are presented below.
While aligning AI resources with BPM capabilities (Kerpedzhiev et al., 2020), three

capabilities were identified: BPA, Organisational Learning (OL) and Business Process
Innovation (BPI). This perspective integrates the operational capability of incremental
process improvements (BPII) with the dynamic capability of radical process improvements
(BPIR), reflecting an ambidextrous innovation view.

The IT business value-generation process model was refined for AI technology using the
guidelines of Hong et al. (2014) for context-specific theorising. AI adoption is the central focus
of this study. Figure 1 depicts the conceptual framework and relationships among the main
constructs.

2.3 A components-based view of AI adoption
Drawing from Aydiner et al. (2019b), AI adoption is described as “the implementation,
deployment, and use of AI resources (data, AI infrastructure, skills, competencies)”. The level
of adoption is measured by the development of AI-enabled capabilities (components of AI
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adoption), which represent “the ability to mobilize AI resources for specific business needs
through the implementation, deployment, and use of AI applications, tools, or technology”.This
perspective stresses the operational aspects of AI rather than examining the factors that
contribute to its development or influence its adoption (like antecedents or determinants). By
adopting the components-based view, researchers and practitioners analyse the tangible
components to be effectively employed and utilised in real-world contexts. Such a perspective
provides a more transparent and academic lens (precision and specificity, empirical
examination, technological considerations, application-oriented analysis) for understanding
AI’s practical implications and impact in various domains. The conceptualisation, based on
previous research, outlines five progressive levels of AI-enabled capabilities that support
business processes and contribute to an organisation’s data-driven value generation (Zebec
and �Stemberger, 2020).

Data Acquisition and Pre-processing (DACQ) dealing with Big Data manipulation: “the
organisation’s ability to extract data from structured and unstructured sources, new and legacy
systems, and internal and external sources and to prepare it for analysis”.

Cognitive Insight (CI): “the organisation’s ability to use AI to detect patterns in data and
interpret their meaning”. This dimension is conceptualised around context awareness,
learning, and analytics themes.

Cognitive Engagement (CE): “the organisation’s ability to support AI-enhanced human-
computer interaction and collaboration”. Engagement consists of several key elements,
including understanding, perception of intention, and domain knowledge (Russel andNorvig,
2016; Roeglinger et al., 2018). This ability enables automated interactions to support
customers’ activities and prompt their engagement reliably (Mele et al., 2018) in customer and
employee-facing business processes.

Cognitive Decision Assistance (CDA): “the organisation’s ability to use AI in decision-
making processes”. AI technologies and techniques enable AI-assisted decision-making and
render decision support more intelligent.

Cognitive Technologies (CT): “the organisation’s ability to integrate AI technologies with
other IT resources, services, and devices”. This dimension was isolated for organisations that
do not deploy and use AI in a specific application domain as a particular application or tool.
The Cognitive Technologies capability is the highest level of adoption where AI is not merely
used but utilised (implying innovation or creative use beyond its intended use).

2.4 Mediating role of business process performance
According to Melville et al. (2004), performance encompasses both business process and
organisational performance. The IT Business Value Framework Model separates the
operational efficiency of business processes from overall organisational performance,
expecting business process benefits to lead to improved organisational performance (Tallon
et al., 2000). Drawing on their conclusion, it is argued that AI resources assist organisations in
creating value through their impact on business processes. The key characteristics of the AI
value proposition, including speed, scale, granularity, learning (accuracy of prediction),
problem-solving and decision-making (Agrawal et al., 2017; Roeglinger et al., 2018), are
aligned with the lead indicators of process efficiency (time, cost), effectiveness (quality), and
flexibility (Dumas et al., 2013) to examine the impact on process performance.

H2. BPP positively influences OP.

2.5 Decision-making performance
DMP is an organisation’s ability to make decisions efficiently and effectively. AI systems are
used to replace human decision-makers in the context of structured or semi-structured
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decisions (automation) or as a decision-support tool on the organisational strategic level or the
process level (augmentation) (Duan et al., 2019). AI-assisted decision-making can significantly
boost operational efficiency and productivity to achieve superior performance (Ashaari et al.,
2021). Business processes involve numerous decisions that directly impact performance
(Ghattas et al., 2014), in turn influencing various aspects like effectiveness, efficiency and
flexibility. The decision-making components within a business process play a crucial role in
accomplishing process objectives and add significantly to its overall outcomes (Raghu and
Vinze, 2007). An effective decision-making process guides business processes towards early
adoption of successful innovations, improved business models, efficiency-gaining
technologies, and proactive collaborations that yield cost savings and knowledge synergies
(Robert Baum and Wally, 2003). The following hypothesis formalises the relationship:

H3a. DMP positively influences BPP.

The decision-making process on the organisational level requires understanding of business
growth trends and patterns (Keding, 2021), which is only feasible with accurate data. Besides
providing practical insights, data are also used to implement strategic business decisions.
Managerial decision-making is largely knowledge-based (Wiklund and Shepherd, 2008). AI-
enabled knowledge-based information systems (i.e. Knowledge Engineering and Expert
Systems, Decision Support Systems) are valuable tools enabling evidence-based decision-
making and problem-solving in intricate business situations. Several authors assert that AI-
based decision-making directly impacts organisational performance (Ashaari et al., 2021;
Rahman et al., 2021; Chen et al., 2022). This leads to the following hypothesis:

H3b. DMP positively influences OP.

2.6 Automation–augmentation
To increase performance, automation and augmentation are two principal use cases for the
adoption of AI (Enholm et al., 2021; Raisch and Krakowski, 2021). Automation involves
machines taking over tasks from humans, leading to performance gains via resource, cost
and information-processing efficiencies. In contrast, augmentation involves humans
collaborating with machines, enhancing both human and machine skills and productivity.
Automation and augmentation lie on either end of the human–machine collaboration
spectrum (Raisch and Krakowski, 2021), with automation ranging from fully manual (i.e.
human) to fully automatic (Parasuraman et al., 2000). Blending automation and augmentation
creates synergies, providing varied benefits and improving overall performance (Raisch and
Krakowski, 2021; Grønsund and Aanestad, 2020).

Adapted from Dwarkanhalli et al. (2018) and Zasada (2019), the concept of BPA is defined
as “the automation of knowledge-intensive processes”. The concept is essential for
understanding the impact of adopting AI. BPA is an operational capability, i.e. an
organisation’s ability to perform functional activities using purposefully chosen groups of
resources (Saunila et al., 2020).Wu et al. (2012) state that operational capabilities are primarily
studied from the outcome’s perspective, including cost, quality, dependability, speed and
flexibility. Indeed, automated processes benefit the most from cost efficiencies, faster
execution, and enhanced information processing (quality) (Berruti et al., 2017; Ansari et al.,
2019; Rocha et al., 2017). Nevertheless, some authors holdmore pessimistic views on cognitive
automation (Daugherty and Wilson, 2018; Raisch and Krakowski, 2021). They claim a real
digital cognitive mediator (full automation) does not yet exist (Rouse and Spohrer, 2018),
meaning that partial automation or augmentation should be prioritised. To examine the
impact of automation, the concept is generally defined as “The organisation’s ability to
automate knowledge-intensive (unpredictable, non-repeatable, highly flexible, complex) business
processes to simulate knowledge work and collaboration activities”. The focus is placed on two
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dimensions: the level of automation (Manual, Decision support, Decision selection, Supervisory
control, Full automation) (Sindhgatta et al., 2020) and the extent of automation (Structured,
Structured with ad hoc exceptions, Unstructured with predefined fragments, Loosely structured
and Unstructured processes) (Szelagowski and Lupeikiene, 2020). According to the theorising
of Raisch and Krakowski (2021) and Karan et al. (2021), a bigger impact on decision-making
and less on process performance are expected following increased automation. Given this, an
effect on the effectiveness and efficiency of BPP and DMP can be presumed. The following
hypotheses are thus formulated:

H4a. BPA mediates the positive impact of AI adoption on DMP.

H4b. BPA mediates the positive impact of AI adoption on BPP.

2.7 Organisational learning
OL represents a constant effort to create organisational knowledge. Further, it contributes to
an organisation’s ability to adapt effectively to changes in its business environment (Bohanec
et al., 2017). OL refers to the developing of new, incremental knowledge or updating of
existing knowledge. This study defines OL as “the acquisition, creation, integration, and
distribution of information and knowledge” (Wang and Ellinger, 2011; Templeton et al., 2002).
Learning and knowledge in different fields are essential for several BPM capabilities in the
People and Culture areas (Kerpedzhiev et al., 2020; Helbin and Van Looy, 2021). OL can
accordingly also be considered to be a BPM capability.

Creating and utilising technology-based knowledge has become an integral part of
business operations because it plays a significant role in competitiveness (Banasiewicz, 2019).
AI holds considerable potential to explicate the organisational knowledge base, provided that
it is represented in Big Data. Machine and deep-learning-based AI systems greatly enhance
analytical capabilities by allowing existing knowledge resources to be transformed into new
capabilities, enriching the learning process within an organisation (Jarrahi et al., 2022).

OL’s ultimate purpose is to add to the informational efficacy of decision-making
(Banasiewicz, 2019). In a knowledge-centric economy, staying competitive requires new and
effective methods for generating and utilising decision-guiding knowledge (Banasiewicz,
2019). AI opportunities can be exploited for augmentation, encompassing analytic data
techniques and codified knowledge to enhance human decision-makers’ intelligence
(intelligence amplification). While these techniques do not replace decision-makers, they
may help make complex decisions through well-designed human–AI system learning
interactions (Wijnhoven, 2022). These considerations lead to the following hypotheses to test
the mediating effect of OL via DMP on BPP.

H5a. OL mediates the positive impact of AI adoption on DMP.

H5b. OL mediates the positive impact of AI adoption on BPP.

OL represents the augmentation potential of AI. As a dynamic capability, it integrates, builds
or reconfigures existing competencies, increasing their ability to adapt to changing
environments and support performance improvements (Eisenhardt and Martin, 2000;
Senge, 1998).

2.8 Ambidextrous innovation and organisational learning
Digitalisation and automation impact innovation processes (Helbin and Van Looy, 2021).
AI gives possibilities to address two specific innovation barriers. First, information
processing constraints limit an organisation’s potential opportunities and solutions (Williams
and Mitchell, 2004). Haefner et al. (2021) present two AI abilities to overcome this barrier.
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AI systems can extract information from Big Data, identify and evaluate vastly more
information, use it to develop ideas (e.g. Data storytelling, Performance Visualisation,
Metasearch, Named Entity Recognition), while also recognise more problems, opportunities
and threats that can be used to generate new ideas (e.g. Predictive Modelling and Analytics,
Anomaly and Deviant Behaviour Detection, Predictive Maintenance). The second barrier
stems from inefficient or locally limited search methods (Katila and Ahuja, 2002) whereby
organisations typically search for solutions within their current knowledge base (Posen et al.,
2018). Solutions thus often build on existing knowledge, resulting in incremental innovation.
Organisations must extensively explore new domains and external data sources to create
new opportunities and boost creativity and innovation. AI systems can generate, identify and
evaluate more creative/exploratory ideas (e.g. Generative AI – Generative Design, Protein
engineering, Material Discovery, Process Mining).

Researchers argue that ambidextrous organisations can balance both strategies
(exploitation and exploration) and avoid the problem of being over-reliant on a single
strategy (Aljumah et al., 2021; Benner and Tushman, 2015). Although O’Reilly and Tushman
(2011) emphasise the importance of organisations exploring newdomains and simultaneously
exploiting existing ones to survive and grow, it is also clear that firms often find it difficult to
do this (Johnson et al., 2022). Most organisations see AI technology as an opportunity to
explore, while others focus on AI’s ability to boost efficiency in current operations (Johnson
et al., 2022). In the BPM context, an expectation exists to enhance processes through
embedded AI technology or an AI-enabled innovation process. Exploitation relates to
incremental innovation (BPII), improving business process efficiency, quality and flexibility.
In contrast, exploration aims for a radical improvement (BPIR) through new, transformed
or redesigned processes (Norman and Verganti, 2014). The argument put forward is that the
adoption of AI technology enables ambidextrous innovation to occur. Two pairs of
hypotheses are proposed for incremental and radical innovation to test the statements:

H6a. BPII mediates the positive impact of AI adoption on DMP.

H6b. BPII mediates the positive impact of AI adoption on BPP.

H7a. BPIR mediates the positive impact of AI adoption on DMP.

H7b. BPIR mediates the positive impact of AI adoption on BPP.

Research indicates that OL and its output – organisational knowledge – contribute to
innovation (Almuslamani, 2022). OL prevents stagnation and encourages continuous
innovation by renewing and reinventing technology and production methods (Garc�ıa-
Morales et al., 2012). A higher level of innovation requires greater critical capacity, skills, and
new and relevant knowledge (Senge, 1998). March (1991) states that an organisation can
exploit current knowledge and exploreways to utilise technology, such asAI, to generate new
knowledge. However, little empirical evidence shows whether AI-enabled knowledge
acquisition, sharing and utilisation (i.e. OL) influence process performance by facilitating
innovation. Hypotheses are thus proposed to test the impact:

H8a. OL positively influences BPII.

H8b. OL positively influences BPIR.

3. Research design
3.1 Survey setting
In order to empirically examine the research problem, a survey design was employed.
A single primary data source, self-report, and cross-sectional design were used.
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An anonymous English-language questionnaire distributed electronically (online) was used
to collect the data, treating the organisation as the analytical unit. The design, measurement
items, and questionnaire were developed following the guidelines of MacKenzie et al. (2011)
and Brace (2018).

3.2 Data collection and sample
In 2020, 7% of companies in the EU were using AI applications (Eurostat, 2020). The sample
frame was estimated to constitute 8% of active companies, amounting to 2.2 million
companies. With a confidence level of 95% and a margin of error of 5%, a minimum sample
size of 385 was defined. Proportionate country-stratified random sampling was employed to
select the sample.

The participants were sourced from LinkedIn Pro Subscription and ZoneFiles.io Active
Business Domains by Country Code. The target demographic included senior business
managers and other senior business decision-makers or employees directly involved with
executing AI strategies within their respective organisations. Email invites were sent in four
waves from March 2022 to June 2022 at the start of each month.

The collected and processed sample included 448 EU organisations. Sample
representativeness was ensured in terms of firm size, industry sector, years in business
(age) and country. The respondents were mainly executive (76.34%) or middle (18.75%)
managers. Respondents came predominantly from medium-sized (89.73%) organisations in
the information and communication sector, service (20.98%), scientific, technical (29.02%),
financial and insurance activities (7.37%), and manufacturing (5.58%). Among businesses
covered, 40.63% were newer, while 25.22% were mature, with almost half from Germany
(21.43%), Italy (10.94%), the Netherlands (10.49%) and France (6.92%).

3.3 Non-response and common method bias
An independent samples t-test was performed to assess the possible presence of non-response
bias (Armstrong and Overton, 1977). Levene’s test for equality found no significant variance
difference between early and late responses for each variable (p> 0.136). Comparing 200 non-
respondents with 448 respondents showed no significant differences and minimal
organisational-level effects (industry, size, age, revenue). The sample is unaffected by non-
response bias. Early and late respondents hence represent the same target population.

Harman’s one-factor, Harman’s single-factor, and Common latent factor tests were
conducted to confirm that common method variance was not a significant issue in the data
(Gaskin, 2021).

3.4 Measurement of the variables
The operationalisation of AI adoption comprised five underlying sub-constructs: DACQ,
CI, CE, CDA and CT. The construct derived from the conceptual definition is a
multidimensional second-order construct of reflective–reflective type I (Jarvis et al., 2003).
Items were generated from the literature review, interviews with experts, and a review of
1,860 AI-related projects from businesses (MacKenzie et al., 2011). The MacKenzie et al.
(2011) guidelines for model specification, scale evaluation, refinement, and validation were
followed. To assess the content validity of items, a panel of four experts evaluated the
relevance of the test domains and the representation of items within those domains. Data
obtained in the pilot study (sample size of 80) were used for scale purification and refinement.
After the pilot study validation procedure, 15 items were retained, with 3 items representing
each sub-construct. Scale validity was further assessed in the main study (sample size of
448). AVE for first- and second-order levels exceeded 0.50. Internal consistency reliability
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was still greater than 0.70, and the index of construct reliability was greater than 0.70 on
first- and second-order levels. Model Fit was adequate: χ2/df 5 2.753, GFI 5 0.937,
AGFI 5 0.909, TLI 5 0.948, CFI 5 0.959, RMSEA 5 0.063, SRMR 5 0.0465. A test of
nomological validity confirmed a strong, positive relationship between AI adoption and the
constructs in the proposed model.

TheBPA (first-order construct with reflective indicators) was operationalised with items
derived from the literature review (Vagia et al., 2016; Di Ciccio et al., 2015), expert interviews,
and an examination of existing measures of the construct (MacKenzie et al., 2011). Data
obtained in a pilot study were used for scale purification and refinement. After the validation
procedure, ten items concerned with the level and extent of automation in business processes
were retained. Scale validity was further assessed in the main study (sample size of 448), with
AVE at 0.45, internal consistency reliability at 0.75, and the index of construct reliability at
0.88. Model Fit was adequate: χ2/df 5 2.175, GFI 5 0.977, AGFI 5 0.948, TLI 5 0.981,
CFI5 0.990, RMSEA5 0.051, SRMR5 0.0258. The confirmed mediating role of BPA in the
proposed model establishes nomological validity.

An existingmeasurement scale developed byNg et al. (2015) was adapted tomeasureBPI,
incorporating separate incremental and radical process improvement scales. The scope
captured in the individual unidimensional measures emphasises the duality of process
exploitation and exploration.

The measurement of OL was based on the four items described by Garc�ıa-Morales et al.
(2012). The scope captured by the unidimensional measure stresses an organisation’s ability
to maintain or improve its performance, involving knowledge acquisition, sharing and
utilisation (DiBella et al., 1996).

DMP assesses organisational decision-making efficiency and effectiveness. It was
measured using six items taken from Aydin Aydiner et al. (2019a).

The existing measurement scales of Vuk�si�c et al. (2017) and Hernaus (2016) were adopted
to measure the BPP construct. The scale is based on the Devil’s Quadrangle (Dumas
et al., 2013).

A measurement scale developed by Wang et al. (2012) was used to measure the OP
construct. As a second-order construct, it consists of two first-order reflective constructs:
Operational Performance and Market Performance.

The firm-specific characteristics were tested with four control variables – firm age, size,
industry sector, and country. The industry sector variable was based on NACE-R2 1st-level
categories. The country was measured by the organisation’s principal place of business, a
member state of the EU-27. According to Nielsen and Raswant (2018), multi-country studies
often face omitted variable challenges due to complex environmental factors, including
political, economic, socio-cultural and institutional contexts. Environmental Uncertainty was
therefore included as a control variable, and its measurement was based on eight items
proposed by Rowe et al. (2017).

4. Data analysis and results
AMOS version 28 with the Maximum Likelihood Method was used for performing the CFA
and Path Analysis (i.e. to test the hypotheses in the conceptual model).

4.1 Validation of the measurement model
The CFA was conducted to test the validity of the measurement model. Model Fit was
adequate (χ2/df 5 2.082, GFI 5 0.930, AGFI 5 0.902, TLI 5 0.957, CFI 5 0.966,
RMSEA 5 0.049 (p-close 5 0.581) and SRMR 5 0.0349), confirming the proposed model.
Further, all factor loadings showed significance in their variable correspondence (p < 0.001).
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4.2 Reliability and validity of the constructs
The unidimensionality of the constructs wasmeasuredwith Cronbach’s alpha. Table 2 shows
that values vary between 0.744 and 0.890, which exceed the threshold of 0.70 (Hair et al., 2013).
Moreover, MaxR(H), which refers to McDonald’s Construct Reliability, was estimated and
was higher than the 0.70 threshold (Hancock and Mueller, 2001).

Composite reliability estimates in Table 2 show that the values align with the threshold
value of 0.70 (Fornell and Larcker, 1981).

Convergent validity was established using Average Variance Extracted (AVE), noting
that Table 2 shows the values are above the recommended threshold value of 0.50.

Discriminant validity was established where Maximum Shared Variance was lower than
AVE for all of the constructs (Hair et al., 2013). Table 2 indicates that all the values in italic on
the diagonal or the square root of AVEvalues are higher than the inter-construct correlations,
satisfying the Fornell-Larcker criterion (Fornell and Larcker, 1981). The discriminant validity
was confirmed using the heterotrait–monotrait ratio (Henseler et al., 2015), where the
threshold of 0.85 was not exceeded.

Variance inflation factors confirmed the absence of multicollinearity for all predictors on
the dependent variables. The results were lower than the threshold of 10. The Tolerance
values were also higher than 0.1 (Linton et al., 2020).

4.3 Structural model assessment and hypotheses testing
Path analysis was performed to test the conceptual model’s hypotheses, considering multiple
mediating effects as outlined by Collier (2020). The maximum likelihood method used the
bootstrap (bootstrap sample 5 5,000 with replacement) method to simulate the sampling
distributions of the estimated parameters selected to calculate themodel parameters. Post hoc
power analysis using semPower (Moshagen and Erdfelder, 2016) confirmed that the sample
size was sufficiently powered. Figure 2 shows the results of the analyses.

The fit of the structural equation model is within acceptable levels: χ2/df 5 1.874,
GFI5 0.917, AGFI5 0.891, TLI5 0.950, CFI5 0.959, RMSEA5 0.044 (p-close5 0.951) and
SRMR 5 0.0443 (Collier, 2020). The results confirmed that the model fits the data well.

Latent variable 1 2 3 4 5 6 7 8

1 AI 0.731
2 BPA 0.705 0.800
3 OL 0.452 0.366 0.810
4 BPII 0.476 0.431 0.584 0.877
5 BPIR 0.469 0.486 0.560 0.584 0.779
6 DMP 0.499 0.471 0.557 0.682 0.557 0.896
7 BPP 0.439 0.361 0.616 0.505 0.616 0.643 0.823
8 OP 0.406 0.355 0.585 0.448 0.516 0.574 0.704 0.846

Mean 2.141 2.377 3.651 3.561 2.792 3.350 3.350 3.093
Standard Deviation 0.888 0.892 0.926 0.894 0.960 0.844 0.902 0.766
A 0.842 0.776 0.879 0.867 0.744 0.890 0.855 0.832
CR 0.849 0.779 0.883 0.869 0.754 0.891 0.862 0.834
AVE 0.534 0.639 0.655 0.769 0.607 0.803 0.678 0.715
MSV 0.497 0.497 0.449 0.465 0.379 0.465 0.496 0.496
MaxR(H) 0.868 0.794 0.898 0.880 0.775 0.891 0.883 0.843

Note(s): α, Cronbach’s alpha; CR, Composite Reliability; AVE, Average Variance Extracted; MSV, Maximum

Shared Variance; MaxR(H), McDonald Construct Reliability; Diagonal 5 Fornell-Larcker criteria 5
ffiffiffiffiffiffiffiffiffiffi

AVE
p

Source(s): Authors own work

Table 2.
Inter-correlations,
assessment of
reliability and validity
of the latent variables
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Examining the direct effects, Figure 2 shows no support for H1 (β5 0.036, t5 0.691, p> 0.05),
indicating that AI adoption has no direct association with OP. However, the relationship is
significant in the absence of the mediating variables. On the contrary, support for H2
(β5 0.576, t5 9.488, p< 0.001) is consistent with prior studies that point to BPP as the link to
OP (Melville et al., 2004; Aydiner et al., 2019a). Support was also found for H3a (β 5 0.249,
t5 3.532, p< 0.001) and H3b (β5 0.244, t5 4.050, p< 0.001), confirming the expected impact
of DMP on BPP and OP (Aydiner et al., 2019a; Fredrickson and Mitchell, 1984). Finally,
support was found for H8a (β 5 0.446, t 5 8.442, p < 0.001) and H8b (β 5 0.434, t 5 7.001,
p < 0.001), revealing that OL has a significant direct association with process innovation, i.e.
BPII and BPIR.

Without the mediators, the total effect of AI on OP was tested. The relationship is
significant, and the standardised total effect is 0.418 (t5 6.584, p< 0.001, 95%CI: LL5 0.314
to UL 5 0.521). Model Fit is χ2/df 5 1.719, GFI 5 0.977, AGFI 5 0.952, TLI 5 0.969,
CFI 5 0.982, RMSEA 5 0.040 (p-close 5 0.829) and SRMR 5 0.0288.

Next, the indirect effects were examined. The indirect effect is quantified as the product of
the unstandardised regression weight of mediation paths, as shown in Table 3. Due to Sobel
test limitations (Collier, 2020), the preferredmediation testing uses the Bootstrap technique to
determine the significance.

The full model was run to identify the mediating, indirect effects. According to the results
shown in Table 3, BPAmediates the positive impact of AI adoption on DMP (support for H4a)
but not on BPP (no support for H4b). The results in Table 3 reveal OL mediates the positive
impact of AI adoption onDMP andBPP (support for H5a andH5b). To test the effects of AI on
process innovation, two parallel constructs of BPII and BPIR were inserted, and the
relationships were tested. The results in Table 3 showBPII mediates the positive impact of AI
adoption on DMP (support for H6a). However, BPII does notmediate the path betweenAI and

Path Relations
Unstandardised

weights Indirect effect Z-score Mediation

AI → BPA →

DMP
AI → BPA 0.715 (0.063) 0.104* (0.050) 2.271ξ* Support for H4~a
BPA →

DMP
0.146 (0.063)

AI → BPA →

BPP
AI → BPA 0.715 (0.063) �0.042 (0.059) �0.713ξ No support for

H4bBPA→ BPP �0.058 (0.073)
AI → OL →

DMP
AI → OL 0.576 (0.065) 0.185*** (0.040) 5.482ξ*** Support for H5a
OL → DMP 0.321 (0.046)

AI → OL →

BPP
AI → OL 0.576 (0.065) 0.190*** (0.045) 4.673ξ*** Support for

H5b∼OL → BPP 0.330 (0.060)
AI → BPII →
DMP

AI → BPII 0.304 (0.058) 0.106*** (0.034) 4.076ξ*** Support for H6a
BPII →
DMP

0.350 (0.054)

AI → BPII →
BPP

AI → BPII 0.304 (0.058) �0.013 (0.023) �0.622ξ No support for
H6bBPII → BPP �0.042 (0.067)

AI → BPIR →

DMP
AI → BPIR 0.241 (0.052) 0.021 (0.023) 1.237ξ No support for

H7aBPIR →

DMP
0.086 (0.067)

AI → BPIR →

BPP
AI → BPIR 0.241 (0.052) 0.099*** (0.031) 3.410ξ*** Support for H7b
BPIR →

BPP
0.413 (0.082)

Note(s):þ Boot Standard errors are indicated within parentheses. *p < 0.05, **p < 0.01, ***p < 0.001. ξ2-Tail

z-score ¼ a* b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b2 * SEa2þa2 * SEb2
p for a single mediation effect. ∼ The direct effect is not significant

Source(s): Authors own work

Table 3.
Results of the single
mediation analysis, i.e.
indirect effects
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BPP (no support for H6b). In contrast, BPIR does not mediate the impact of AI adoption on
DMP (no support for H7a) but does on BPP (support for H7b).

Without the BPA, OL, BPII and BPIR mediators, the impact of DMP on BPP and OP is
positive and significant. Still, running the full model reveals no significant direct effect of AI
adoption on DMP. Table 4 nevertheless shows a positive mediating impact of DMP when
positioned as a secondary mediator in serial multiple-mediation relationships. DMP therefore
plays a mediating role and is fully mediated.

Similarly, when excluding the BPA, OL, BPII, BPIR and DMPmediators, the impact of AI
on OP mediated through BPP is positive and significant, but not when running the entire
model. The results in Table 4 indicate a positive BPP mediating effect when situated as a
secondary mediator within serial multiple-mediation relationships. BPP accordingly plays a
mediating role and is fully mediated.

As presented in Table 4, the distinctive serial (chain) relationships of BPA, OL, BPII, BPIR,
DMP and BPP establish the link between AI and OP. The non-significant direct relationship
defined by H1 indicates that the relationship between AI and OP is fully mediated.

As for the control variables, only Firm Size significantly influences the OP and OL
variables. There was a higher level of performance among larger organisations than among
smaller ones. In contrast, the organisational learning of larger organisations was on a lower
level. Other control variables were found not to be significant.

Path Relations
Unstandardised

weights Indirect effect Z-score

AI → BPA → DMP → OP AI → BPA 0.715 (0.063) 0.022* (0.012) 1.981ξξ*

BPA→ DMP 0.146 (0.063)
DMP → OP 0.215 (0.053)

AI→BPA→DMP→BPP→OP AI → BPA 0.715 (0.063) 0.013* (0.008)
BPA→ DMP 0.146 (0.063)
DMP → BPP 0.278 (0.079)
BPP → OP 0.455 (0.048)

AI → OL → DMP → OP AI → OL 0.576 (0.065) 0.040*** (0.013) 3.261ξξ***

OL → DMP 0.321 (0.046)
DMP → OP 0.215 (0.053)

AI → OL → DMP → BPP → OP AI → OL 0.576 (0.065) 0.023** (0.010)
OL → DMP 0.321 (0.046)
DMP → BPP 0.278 (0.079)
BPP → OP 0.455 (0.048)

AI → OL → BPP → OP AI → OL 0.576 (0.065) 0.086*** (0.024) 4.191ξξ***

OL → BPP 0.330 (0.060)
BPP → OP 0.455 (0.048)

AI → BPII → DMP → OP AI → BPII 0.304 (0.058) 0.023*** (0.010) 2.875ξξ**

BPII → DMP 0.350 (0.054)
DMP → OP 0.215 (0.053)

AI→ BPII→DMP→ BPP→ OP AI → BPII 0.304 (0.058) 0.013*** (0.006)
BPII → DMP 0.350 (0.054)
DMP → BPP 0.278 (0.079)
BPP → OP 0.455 (0.048)

AI → BPIR → BPP → OP AI → BPIR 0.241 (0.052) 0.045*** (0.016) 3.209ξξ***

BPIR → BPP 0.413 (0.082)
BPP → OP 0.455 (0.048)

Note(s): þ Boot Standard errors are indicated within the parentheses. *p < 0.05, **p < 0.01, ***p < 0.001.
ξ ξ 2-tail z-score ¼ a* b* c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 * b2 * SEc2þa2 * c2 * SEb2þb2 * c2 * SEa2
p for serial multiple mediation effect

Source(s): Authors own work

Table 4.
Results of the serial
multiple-mediation

analysis, i.e. supported
serial indirect effects
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5. Discussion
Although Big Data and AI technology are at the forefront of IT investments, the mechanisms
and conditions that produce business value generally remain unexplored in empirical
research. Relevantmediating variables are needed tomake further progress in understanding
the relationship between AI resources, BPM capabilities, and organisational performance.

5.1 Theoretical implications
Using context-specific theorising, the IT business value-generation process model was
brought into the context of AI technology. By pursuing a complex nomological framework,
several perspectives on realising business value from AI investments could be included,
enriching the emerging literature on AI.

First, an alternative concept of AI adoption is presented to capture a more accurate and
generalisable view of AI’s impact on organisational performance (OP). An exogenous,
components-based variable was related to the level of deployment, actual use, or utilisation of
specific AI applications and technologies. Second, this study extends the growing literature
on AI by providing a nomological network that links the adoption of AI to OP. While prior
research posited a partial indirect influence of AI adoption on performance mediated by
organisational capabilities related to creativity and agility (Mikalef and Gupta, 2021;Wamba,
2022; Mishra et al., 2022; Kim et al., 2022), the findings show that this impact is contingent
upon BPM capabilities, decision-making, and process performance. Third, positioning
automation as an important mediator, Business Process Automation (BPA) was
conceptualised and operationalised. With respect to the BPM context, focussing on
measuring the level and extent of automation, this study recognises it as the organisation’s
ability to automate knowledge-intensive business processes. Finally, the positive impact of
AI adoption on performance was empirically demonstrated with a large-scale EU study.

Various authors (Raisch and Krakowski, 2021) have theorised that the full automation of
complex decision-making processes is made challenging by technical and social limitations.
The results reveal that the adoption of AI indeed mostly leads to the augmentation and
improvement of decision-making processes. Notably, decision-making is fully mediated by
process automation and organisational learning, two inherent characteristics of AI, decision-
making and knowledge engineering. The findings show that AI adoption impacts
incremental and radical innovation equally and thus is suitable for establishing a balanced
and ambidextrous set up to drive the exploration and exploitation of knowledge and
technology. As broadly acknowledged in the literature, empirical evidence confirms that
incremental improvements impact decision-making performance, whereas radical
improvements benefit process performance significantly.

5.2 Managerial implications
The results highlight five distinct AI-enabled capabilities for driving organisational impact:
(1) Robust data acquisition and pre-processing (accurate decision-making relies heavily on
high-quality data, i.e. leads to more accurate insights, better predictions, and informed
strategic decisions); (2) Insight extraction and interpretation through AI-enabled predictive
modelling (predictive modelling guides strategy, resources, and sales for enhanced
competitiveness and profitability); (3) Facilitating AI-enhanced human-computer
interaction and collaboration (AI-driven interaction enhances customer satisfaction and
loyalty while boosting internal efficiency, innovation, and product or service quality); (4)
Augmenting or automating decision-making processes through AI-enabled systems (AI-
driven decision automation minimises errors, speeds up processes, and optimises operations,
resources, costs, and market competitiveness in line with objectives); and (5) Seamless
integration of AI technologies with existing IT resources and devices (ensuring the seamless

BPMJ
30,8

16



utilisation and optimisation of AI capabilities within the current organisational framework,
enhancing productivity and competitiveness).These AI capabilities enhance decision-
making, cost-effectiveness, productivity, customer satisfaction, and competitive edge,
ultimately bolstering operational performance and market sustainability.

Based on the findings, managers should: harness AI to boost operational efficiency and
quality, acknowledging its indirect impact on organisational performance (OP); prioritise
optimising process execution by leveraging AI’s speed, scalability, granularity and accuracy
(tasks can be performed faster and on a bigger scale while maintaining high precision) to
streamline operations, reduce error, and achieve smoother workflows for increased
productivity and effectiveness; and emphasise enhancing Decision-Making Performance
(DMP) to extract AI business value via improved Business Process Performance (BPP). This
strategic use of AI directly enhances decision-making, leading to the faster extraction and
propagation of knowledge, ultimately impacting OP.

Regarding the automation or augmentation dilemma, current automation practices chiefly
revolve around supporting and supervising decision-making across structured and
unstructured processes. The results show that BPA has no significant direct effect on BPP
for more complex tasks in terms of efficiency of execution or scalability. However, it has an
expected significant direct impact on DMP. In summary, automate routine, well-structured
tasks and augment complex, ambiguous ones.Adopting AI is noticeably beneficial for
enhancing human–machine collaboration and adding business value by improving decision-
making processes. Managers should therefore foster collaboration between human expertise
and AI capabilities. This implies recognising machines as a distinct category of
organisational agents rather than mere artefacts.

The study explored AI adoption from a knowledge perspective by integrating the
Organisational Learning (OL) mediator. The findings confirm that leveraging AI enhances
knowledge capabilities and significantly impacts DMP, BPP (via knowledge-intensive
processes) and Business Process Innovation (BPI). AI-enabled knowledge capabilities and
insights help organisations make informed decisions promptly, positively impacting their
strategies and operations. Moreover, they facilitate innovative approaches and methods
within business processes. This was confirmed by observing that OL partly mediates the
direct impact of AI adoption on Incremental and Radical BPI, i.e. transformational effects.

Transformational effects of adopting AI are established with mediation by incremental
process improvements significantly impacting DMP, while radical process improvements
directly affect BPP.Managers should recognise the transformational effects and strategically
plan the adoption of AI to maximise its impact on decision-making and overall business
process performance. The findings align with existing research on process innovation (Cao
and Jiang, 2022), suggesting that incremental improvements are mostly related to AI-assisted
decision-making and contribute steadily to enhancing efficiency. However, radical
improvements, the redesigning or creating of new processes with AI, provide significant
leaps in performance. Organisations should thus prioritise AI knowledge and skill
development for employees to drive incremental and radical improvements using AI tools
effectively. An optimal blend of both is crucial for sustained progress. This suggests that AI
is a distinct technology which can simultaneously enable and drive the exploitation and
exploration of process innovation – striking a balance, leading to a more versatile and
innovative approach to business processes and strategies. Hence, it can help managers
achieve the illusive ambidextrous organisation (through the AI adoption process) that
outperforms other organisational types (O’Reilly andTushman, 2011) regarding adaptability,
efficiency and market responsiveness to gain competitive advantage.

In summary, the presented findings highlight the need for managers to adopt a structured
approach to the organisation-wide deployment of AI for all end-to-end organisational
processes. This underscores the importance of prioritising AI knowledge and skill
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development for employees. Managers should consider the five proposed AI-enabled
capabilities as key application domains and view process automation, innovation and
organisational learning as the key BPM capabilities for generating business value from AI
before any measurable organisational performance gains can be expected.

6. Conclusions
AI research and development has been ongoing since the 1960s. It has re-emerged on the
stage as a vital technology playing a central role in realising organisations’ performance and
competitive advantages (Davenport and Ronanki, 2018). This study was principally
motivated by managers’ and academics’ renewed interest in the business value held by AI.

AI capabilities may be expected to positively leverage decision-making processes and
process transformation activities, establishing business value by pursuing business goals
with critical BPM activities, including by improving decision-making, overcoming inertia,
and implementing innovation and change.

The study’s empirical results validate the proposed serial multiple-mediation model,
allowing the conclusion that BPM capabilities, i.e. process automation–augmentation,
organisational learning, and incremental and radical process improvements, are important
predictors for boosting DMP and BPP.

A noteworthy finding of this study is that AI’s knowledge-related and transformational
characteristics facilitate the efficient exploration and exploitation of information and
knowledge. This permits organisations to compete in mature markets while simultaneously
innovating new products and services for emerging markets – an ability known as
organisational ambidexterity. In light of the ongoing digital transformation of organisations,
AI is a wide-reaching and promising capability that must be constantly explored by the IS
community.

The study is not without limitations. A cross-sectional survey was used to validate the
proposed research model. Self-report bias and endogeneity issues are typical limitations of
such a research design (Jordan and Troth, 2020). A longitudinal approach may be considered
for future studies to ascertain differences before and after AI is adopted. In contrast, although
a case study research design would resolve endogeneity issues, it would not add to the
generalisability of the findings. Further, several moderators presenting complementary
organisational resources (e.g. culture, digital maturity, BPM maturity) could be included to
identify behaviour in more complex relationships.
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