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Abstract
Purpose – It has been demonstrated that AI-powered, data-driven tools’ usage is not universal, but
deeply linked to socio-cultural contexts. The purpose of this paper is to display the need of adopting
situated lenses, relating to specific personal and professional learning about data protection and
privacy.
Design/methodology/approach – The authors introduce the results of a case study based on a large
educational intervention at a fully online university. The views of the participants from degrees representing
different knowledge areas and contexts of technology adoption (work, education and leisure) were explored
after engaging in the analysis of the terms and conditions of use about privacy and data usage. After
consultation, 27 course instructors (CIs) integrated the activity and worked with 823 students (702 of whom
were complete and correct for analytical purposes).
Findings – The results of this study indicated that the intervention increased privacy-conscious
online behaviour among most participants. Results were more contradictory when looking at the
tools’ daily usage, with overall positive considerations around the tools being mostly needed or
“indispensable”.
Research limitations/implications – Though appliable only to the authors’ case study and not
generalisable, the authors’ results show both the complexity of privacy views and the presence of forms of
renunciation in the trade-off between data protection and the need of using a specific software into a personal
and professional context.
Practical implications – This study provides an example of teaching and learning activities that
supports the development of data literacy, with a focus on data privacy. Therefore, beyond the research
findings, any educator can build over the authors’ proposal to produce materials and interventions aimed at
developing awareness on data privacy issues.
Social implications – Developing awareness, understanding and skills relating to data privacy is crucial
to live in a society where digital technologies are used in any area of our personal and professional life. Well-
informed citizens will be able to obscure, resist or claim for their rights whenever a violation of their privacy
takes place. Also, they will be able to support (through adoption) better quality apps and platforms, instead of
passively accepting what is evident or easy to use.
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Originality/value – The authors specifically spot how students and educators, as part of a specific
learning and cultural ecosystem, need tailored opportunities to keep on reflecting on their degrees of freedom
and their possibilities to act regarding evolving data systems and their alternatives.

Keywords Data protection, Privacy, Terms and conditions of use, Personal data literacy,
Socio-cultural contexts of learning

Paper type Research paper

Introduction
Until recently, the debate on digital technologies in education and in human life overall
centred on the marvels made possible by their application, almost ignoring the problems
and drawbacks associated with all innovations – their dark aspects. The hidden costs of
digital technologies have become evident nowadays. Several studied problems are: the
digital divide and epistemic injustices in the infosphere to the “multitasking myth” in
the first web (Adam, 2020; Hargittai, 2003); nudge-induced information overload to the
limitations of the prosocial web as the source of “post-truth” (Peters, 2017) and the erosion of
privacy as a value (Marín et al., 2021; Prinsloo et al., 2022); the over-exposition to the screen
in terms of psychophysical health (Burr et al., 2020); and last but not least, the ecological
impact of data centres and computer hardware with the recent developments of artificial
intelligence (Selwyn, 2023). Educational policies and practices based on the distribution of
devices, teacher training and the adoption of digital tools and apps frequently failed to
achieve relevant educational aims (Sancho-Gil et al., 2020). The narratives of innovation as
“educational success” have also been deconstructed by several studies pointing out at the
subtle interests aimed at the marketisation of digital technologies by big technological
companies (Perrotta et al., 2020; Saura et al., 2021; Williamson et al., 2022). Such a strand of
research focuses on the strategies of platformisation and datafication. These neologisms are
used to label the strategies of data extraction and algorithmic manipulation embedded in
platforms offering “take out of the shelve” educational solutions to generate “smart”
learning environments. The smart component can be connected with discourses of
personalisation, effectiveness and learning achievement in short periods of time at a low cost
(van Dijck et al., 2018; Williamson, 2017). According to these studies, it is necessary to
rethink the role of educational technologies through participatory, contextualised
interventions that deal complexity as an inherent dimension of socio-technical systems
(Raffaghelli and Sangr�a, 2023b). Rethinking the digital on the light of complexity entails
considering technology in the respect of their human dignity and heterogeneity along
transformations that narrate a specific historic and cultural space. Some have
conceptualised this later approach as a “postdigital” perspective (Macgilchrist, 2021). Such a
perspective acknowledges the limitations of digital systems and rejects the prevalent
position on their perfection (Knox, 2019).

In the above-mentioned context, the problem of data practices that are not transparent
and might interfere with the user’s privacy and agency has become central. If data is
collected massively and in intrusive ways, leading to forms of manipulation or, even worse,
neglecting learners’ diverse identities (Prinsloo, 2020), several levels of intervention are
necessary to deal with the problem. The educational response should cover interventions
supporting learners and educators understanding of the conundrums of data privacy, inter
alia, their ability to explore the tools’ affordances; to see the space for negotiation about the
data collected, processed and shared throughout the technological systems; and finally, to
claim their rights to protect their privacy and agency.
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Nevertheless, there is a dearth of research on data protection and privacy (Marín and
Tur, 2023) and several studies highlight the unpreparedness of educators to deal with the
topic (Marín et al., 2021; Stewart and Lyons, 2021). Also, the systems coordinating educators’
professional development and faculty development to deal with the topic might be in deficit
(Raffaghelli and Stewart, 2020).

This paper presents the findings of a case study on a large educational intervention at a
fully online university. Through our case, we aimed at exploring how prior knowledge may
influence the perspective on data privacy. We hypothesised that different professional
expectations might imply diversified software usage and relevance, exposing the
participants to different forms of literacy. Connected to this, we explored what we called the
“renunciation effect”: the “trade-off” between increased awareness about the risks for data
protection embedded in a tool and the need to keep on adopting it. This effect might be
diversified across disciplines which in our study were represented by the students
enrolment in different UOC’s degrees. Finally, we also engaged the course instructors (CI) in
a reflection about the implications for future design and organisation to deploy further
interventions. We hence analysed and compared the CIs reflections about each specific
group.

Background
Data practices, personal data protection and agency: the problem of renunciation
Traditional approaches to safeguarding personal data while interacting on the Internet have
considered a variety of tools, including technological solutions, the use of terms and
conditions and institutional data security provisions. The user has the option of exposing
her data on public networks or cloud-based services (virtual private networks or VPNs) to
avoid data capture by browsers (such as privacy-aware search engines like DuckDuckGo) or
by encrypting her data (as is the case with instant messaging systems). Concern for the
exposure of users to data breaches, forgeries or identity thefts has spurred the development
of technologies to protect data privacy (Kearns and Roth, 2020).

This type of technical effort had legal foundations set up well before the beginning of the
digital age. Since 1950, when the European Convention on Human Rights (ECHR)
established the right to respect for private and family life, home and correspondence in
Article 8, data protection has been related to human rights. During the 70s, several EU
countries showed their concern for regulating access to and usability of personal data,
particularly private and sensible data coming from health, financial, public and civic life,
including education. Nonetheless, private big-tech companies have evolved quickly,
challenging data protection. They operated in “grey zones”, which were regulated only after
the technologies circulated and were massively used. As Floridi points out, the “infosphere”
generated by the massive usage of digital technologies and participation through the
internet cannot be considered equivalent to the Westphalian republics and territories within
which the legislation attempts to cover their citizens (Floridi, 2014, 2020). Indeed, social
media and apps originated in Silicon Valley (Facebook, Google, Amazon) or China (Tik Tok),
taking the form of connecting to digital platforms and taking great advantage of data
collection and processing as part of their business models (van Dijck et al., 2018). A common
approach was the monetisation of data profiling users’ behaviour across several interactions
on platforms to customise and personalise marketing strategies. In this sense, there were
massive violations of the right to privacy using personal and even sensible data. Not only
were data breaches the cause of revealing key information provided to platforms, such as
telephone numbers or addresses. Particularly, the data usage was systematic and allowed
the companies to intervene to manipulate users’ consumption habits, with huge impacts on
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health, social and economic levels (Zuboff, 2015). Other consequences were the critical biases
and discrimination in which opened to a discussion on algorithmic injustice (Eubanks, 2018;
Noble, 2018).

In this context, the legal intervention attempted to provide a comprehensive regulatory
base, as in the case of the General Data Protection Regulation (European Commission, 2016).
This regulation considers the conditions under which data could be collected, the
identification of responsible persons for data treatment, the simplification of information
about data traced and used and the right to request data and occasional cancellation.
However, the respect for data protection had further consequences, as expressed by Floridi
in his analysis of several episodes about the state or public body suing private big tech
companies. The philosopher called this a “sort of de facto digital corporate sovereignty”
(Floridi, 2020, p. 372), a form of hegemonic position as monopolies of the digital. The
individual moves from being “a voter-consumer” to become a “follower-user” (ibidem).

These reflections provide the basis for considering the concept of “renunciation”, as an
individual reaction to a context of de facto digital sovereignty. As the literature shows, the
strong need for certain technologies generates a position of passive acceptance. Under such
conditions, the usage of a technology that violates privacy does not stop, despite the
intuition of risk or potential harm. Let us take into consideration how the phenomenon
worked during the COVID-19 pandemic. The increase in digital platform usage at that
moment was critical and deemed necessary as a tool to avoid the complete blockage of
education. The “free offer” of commercial products such as Google Classroom or Amazon
Cloud Services were considered a solution, and its social impact was critically considered
only later (Perrotta et al., 2020; Williamson et al., 2020, 2022). Moreover, as the educators
expressed the need for a quick response during the pandemic, they abandoned privacy
(theirs and that of their students), feeding corporate sovereignty. Later, the “ethical” debate
about educational technologies was also criticized. Indeed, data and AI ethics were deemed a
sort of palliative to the conflicts raised by data monetisation and the several products
offered to educators as part of the business models (Green, 2021). While data becomes a good
that entails profit for big tech companies that operate in elusive ways, in front of
renunciation as a widespread response by educators and learners overall, both technological
and regulatory bases might become insufficient, we argue. At individual level, renunciation
generates inertia and indifference (Kuhn, 2023; Pangrazio and Selwyn, 2019). At a social
level, the institutions tend to rush behind perennial adjustments to the regulations and
technological solutions needed to repair or protect from situations caused by past or existing
practices connected to technological innovations (Floridi, 2023).

Educational response: can data literacy overcome renunciation?
The need to integrate a thoughtful, critical debate of the ramifications of data-driven
practices in datafied societies as part of the educational response is already consolidated by
both theoretical and empirical research in education (D’Ignazio and Bhargava, 2015; Knaus,
2020; Pangrazio and Sefton-Green, 2022). Nonetheless, it appears that few learners have the
knowledge to actively participate in such debates, and many internet users are oblivious to
the potential ramifications of releasing personal data online (Bowler et al., 2017; Kuhn, 2023;
Pangrazio, 2018). Also, educators are mostly unaware or overwhelmed by the complexity
imposed by datafication, being puzzled at the time of designing and deploying pedagogical
practices aimed at cultivating data literacies (Stewart and Lyons, 2021; Raffaghelli, 2022). In
this context, personal data protection and privacy have been integrated into several digital
literacy frameworks (e.g. the European framework for Digital Competence, (Vuorikari et al.,
2022). The ability to understand the digital footprint, or the personal information exposed on
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the web, has been spotted as a key by media literacy studies (Manca et al., 2021). Privacy as
part of a critical digital approach is already well focused on as a problem by educators
(Gouseti et al., 2021).

However, as it has been highlighted by Prinsloo et al. (2022), consistently with
Floridi’s perspective on de facto sovereignty, “viewing privacy as simply a technological
problem to be ‘solved’ (. . .) disregards the role of historical and current structural
arrangements in maintaining or creating inequalities and power relations” (p. 878). As
we emphasised in our prior paragraph, the terms and conditions dealing with data
privacy embedded in the several tools adopted require careful consideration as a matter
of public debate and engagement. If the debate about the literacies needed to live in a
datafied world, rapidly evolving towards the development of an industry of AI whose
primary source is digital data, stops at the level of developing skills, the needed citizens’
political response to datafication will not arrive. Rather, adherence to the system and
reproduction will be the result (Raffaghelli, 2023). Big and open data literacy and
technical approaches to dealing with data, mostly based on the evolution of data science,
relate to techno-solutionism. In fact, the educational response to increasing data-
intensive practices was initially focused on developing data science skills as part of data
literacy approaches, with the hypothesis that the more students become aware and able
to develop data practices, the more they will have an active choice as agents in the
datafied societies Raffaghelli and Stewart, 2020). The scholarly research has indeed
contested the idea that education per se could expand the subjects’ agency; overall, there
was a plea to revisit data literacy frameworks to move towards critical data literacies
(Raffaghelli, 2023). Firstly, it was highlighted the need to cultivate awareness about data
capture and the transparency of terms and conditions by several educational and social
media tools integrated into the classroom (Pangrazio and Selwyn, 2020; Stewart, 2020).
Secondly, there was an effort to conceptualise a number of approaches to uncovering
social injustice and algorithmic bias (Hobbs, 2020; Kuhn, 2021; Sander, 2020). Thirdly,
creative approaches emphasised the need engaging in activism about data injustices
relating to race or gender, particularly at representational levels (Bhargava et al., 2015;
Lee et al., 2022). Data sovereignty was less easy to deal with, but there were collectives
claiming to embrace alternative technologies and discussing diversified pathways to
step aside from data monetisation and the domination of Big Tech companies in
education (European Parliament and Levi, 2022; Ricaurte, 2019). Such a relational idea of
data, though, is also difficult to connect to the students’ daily lives, and they might
remain at the level of abstraction, far away from the immediate learners’ needs and
understandings (Bowler et al., 2017; Kuhn, 2023; Pangrazio and Cardozo-Gaibisso, 2021).
In a continuum, agency (having a choice, understanding it and taking decisions made on
that choice) could be placed in the opposite side of renunciation (having a choice and
neither understanding nor taking it into account). Concrete actions within situated
educational settings might help explore the implications of datafication. The existing
conditions, technologies’ affordances and terms of use, by the same instruments adopted
in daily personal and professional life can indeed be a very concrete starting point. This
operation might entail the users’ clear understanding of their degrees of freedom to
protect themselves, as part of a personal data literacy (Pangrazio and Selwyn, 2019).
Privacy and personal data implications, though, could be connected to broader data
practices and debates. This critical perspective on data in the personal and professional
situated contexts of practice might at least spot renunciation and set the basis to develop
agency around data.
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Methodological approach
This study is based on a case-study approach. The case study is a holistic approach that
attempts to explore a problem and the connected solutions in a contextualised setting (Stake,
1994). Case studies encompass naturalistic observation that is respectful of the participants’
and educators’ learning and professional needs. Moreover, a case can set the basis for
pursuing design-based research aimed at testing an educational solution through several
iterations (O’Neill, 2016). Our research was based on a mixed-methods approach for data
collection and analysis, but it should be considered idiographic in its approach: the aim was
to collect rich evidence on the participants’ experiences and opinions to tailor future
educational practises connected to data literacy.

Our educational intervention aimed at raising awareness on data tracking, privacy and
ethics in the context of digital competence. The team was exploring the problem in the
context of an institutional programme to develop digital competence in the context of a
cross-sectional (across several degrees) programme at the university (Guitert et al., 2023).
The university is indeed a fully online university. Aligning with the principles formulated
by Manuel Castells, the Universitat Oberta de Catalunya (Open University of Catalonia,
UOC from now on) approach is not only to use the digital medium to deliver the curriculum
but also to reflect on it as a catalyser of the “knowledge and information society” (Raffaghelli
and Sangr�a, 2023a, p. 361).

Though our intervention sees “itself as digital (. . .) fundamentally involved with
technology” (Knox, 2019, p. 360) it embraces the “postdigital” perspective in a “(re)turn to
core educational concerns in a context of a wider society already entangled with, and
constituted by, pervasive digital technologies” (ibid., p. 361). We aim to explore, hence, the
participants’ reactions to such digital entanglements, searching to support a reflection
leading to agency, where these are not to be considered a student’s individual ability but
rather a relational implication of responsible engagement and participation (Fawns, 2019). A
relevant assumption for us, according to prior research (Raffaghelli, 2022) was that the areas
of knowledge or disciplinary fields that characterise a person’s interests, and presumably
their prior and current learning activity, provide lenses to build a situated relationship with
technology. Renunciation, namely, the disregard of the tool’s terms of service (TOS) quality
in the way it uses personal data in favour of technology engagement, can be modulated by
situated experiences and dispositions towards data.

With this in mind, we explored the following research questions throughout our
educational intervention:

RQ1. Can the activity spot forms of renunciation in the students’ contextual
perspectives (coming from the areas of knowledge they are engaged with) about
the tools used in personal and professional life?

RQ2. Can the activity, as an awareness-raising approach, promote more responsible and
agentic engagement with technologies, overcoming renunciation?

Instruments and procedures: the activity did you read the terms of service?
The learning activity revised the TOS of the students-selected digital tools. We built on
Stewart’s Open Page project (Stewart, 2020), where she creatively co-reviewed with her
undergraduate students the TOS of a collection of digital tools used in education. Building
upon these bases, the activity could help students envisage strategies to avoid, hack, or
denounce problematic terms of service, enabling them to participate as citizens in
public debates on the dangers, damages and abuses of modern technologies. Nevertheless,
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considering the reviewed literature, our students might show signs of renunciation around
relevant technologies in their life. The activity was deployed in three phases, visible in
Figure 1. These were:

(1) Students choose a popular digital tool first. They explore basic information based
on specific criteria, provided by the CI. The criteria are information regarding
monitored data, the temporality of the conditions demanded by users to use the
digital tool, copyright and user rights on generated content, updated references to
national or international rules and positive scenarios of usage. In this phase,
students should focus individually on the instruments and their effectiveness.

(2) Students complete an online analysis survey, focusing on the selected digital tool
evaluation. The digital tool ranks each question from 1 (unclear or abusive TOS) to 5
(extremely clear and respectful TOS). At the end of the analysis and having
answered all questions, an automatic score from 0 to 85 supports a final “quality
verdict”. Students can use the scale to create comparisons and reflect using the score.

(3) Students collaborate to evaluate one tool, chosen by the group and basing on the
individual analyses. Students can support their work by creating infographics.
After the collaborative debate, the tool’s score (b) can be translated into “badges” to
signify the quality of the TOS for the digital tool. Gold, Silver, Bronze, Tin and
Scrap are the scores and badges. Appendix 1 lists the Badges’ description.

Participants
All students enrolled in the digital competence course at UOC were invited to participate in
this activity. This is a required introductory course for all UOC students, and it serves as a
prerequisite for any career at the mentioned university. The course has a 25-year history,
and data literacy has been an integral element of its recent evolution (Guitert et al., 2023).
Students from multiple degrees work together to develop a technical, creative, collaborative,

Figure 1.
Workflow of the

learning activity “Did
you read the TOS”?
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inclusive and critical perspective on the use of ICTs, which is one of the most intriguing
aspects of this course. The present activity was offered on a voluntary basis because it was a
pilot., considering it a base for a future strategy within the digital competence course.
Twenty-seven CI offered the activity in total. This configured 27 different groups, composed
by students from different UOC careers converging at the Digital Competence course. We
collected 823 responses from students, of which 702 were complete and accurate for analysis.

Data collection and analysis
Table 1 displays the connection between the research questions, the instruments adopted,
the data collection and relating analysis carried out.

The dataset analysed adopting Tableau and R as software. The dataset and several
interactive visualisations have been published to Tableau Public (Raffaghelli et al., 2021).

Findings
RQ1 – digital tools’ relevance and terms of service quality across knowledge area
(renunciation effect)
Participants’ profiles. UOC students have traditionally been characterised as “lifelong
learners” (Guitert et al., 2007), i.e. individuals who return to school to obtain qualifications
pertinent to their adult lives and projects. As reported in Appendix 2, there is a significant
cohort of young “worker students” (aged 25–34, 36.4%) in all academic disciplines, though
they are relatively more prevalent in law and psychology. There is also an interesting, relevant
group of “seniors” pursuing likely their second opportunities in life, as in the case of computer
science, followed by business administration and economics (25, 43 and 53 to be placed in the
category of students over 35 years old, respectively); marketing also has a relatively high
number of senior students (4 over 13). In addition, a relevant group reports having more than

Table 1.
Data collection and
analysis

RQ Instruments Aim of analysis Type of analysis

RQ1
Renunciation
across
contexts of
knowledge

Survey for the individual TOS’
analysis
Badges

Identifying:
Students’ profiles (gender, age,
professional experience by
disciplinary field)
Students’ perceived relevance
about the selected tools per
areas of digital activity and
discipline
Students’ evaluation of the
TOS’ quality
Analysing:
Differences in students’
positionings across knowledge
areas and Renunciation

Quantitative synthesis
Bivariate descriptive
statistics
Correlation between the
tool’s assigned relevance
and the TOS assessed
quality
Inferential testing on the
difference of relevance
and perceived quality per
knowledge area

RQ2
Potential
impact of the
activity

The final instructors’ written
report on the activity, based on
the students’ response and
discussion forum

Exploring the CI’s opinion on
the activity: educational aim,
design, orchestration and
students’ engagement (in terms
of participation and orientation
to act in the future)

Qualitative
content and sentiment
analysis

Source: Table by Authors
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15 years of professional experience, with the most experienced workers belonging to computer
science (26 of 46 with more than 10 years in the category), business administration (52 of 136),
economics (73 of 144), Design (12 of 25) and marketing (8 of 13). Less experienced are pupils
from the fields of education (only 18 out of 71), psychology (32 out of 110) and the humanities
(11 out of 29). As for gender, more females participated in the activity overall (59.2%),
although they were distributed in accordance with traditional gendered divisions (most male
participants came from computer science, 42 of 46 within the category; and most female
participants came from psychology, 99 of 110, and education, 61 of 71). In general, it can be
presumed that younger and less experienced students were female.

The digital tools’ choice and relevance. The students’ analysed 122 digital tools, including
apps, websites and software. At a first glance (Data visualisations at Tableau), there was a
high prevalence of Google Products (Gsuite, Google Maps, Google Scholar, etc., 201/703
choices), WhatsApp (94/703), Instagram (56/703), Netflix (48/703), Twitter (36/703) and
Facebook (22/703), upon other types of more specific tools, where the rest of the choices were
situated (other 246 choices). Tellingly, there were few choices for apps or software
specifically devoted to the Internet of Things (IoT, only chosen in the case of the wearables
for sports practise) and no choices for specific AI programmes (from home assistants to data
science programmes). To understand the distribution of preferences according to the tools’
adoption, we classified them by purposes of usage. Figure 2 introduces a heatmap with the
classification of preferred tools by degree and the percentages of choice by area of digital
activity. As we can observe, across all disciplinary fields, the students preferred social

Figure 2.
Heatmap:

Classification of
preferred tools per
knowledge area –

degree
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networking (142 out of 703) and communication and collaboration tools (167 and 133 out of
703). However, this preference is distributed unevenly since the economics/labour relations
and marketing students overwhelmingly prefer communication tools (46 of 149 and 4 of 13,
more than the 30% within the category). They are followed by business administration and
computer science for communication tools (between 26% and 30%). The design students
demonstrate a clear preference for collaboration tools (8 of 25, more than 30%).

In education and the humanities, there is a clear preference for social networking tools
(26%–30%), which also applies to marketing, communication and business administration.
There are cases in which the preferences are more distributed, like in the case of law (despite
declaring a greater preference for collaboration, communication and social networking, they also
display some interest in entertainment, creativity tools and informationmanagement tools).

Overall, we can assume that the selected digital tools aim at collaborative work and
participation on the web, particularly in the case of social networking. There was little focus
on individual productivity, entertainment, eCommerce, learning, health and sports.

Additionally, the students graded the information that was available and its relevance to their
personal lives. The information was based on a score that the students provided after reviewing
the TOS in accordance with the exercise instructions and using a four-item checklist (see
Figure 1, “Tool Selection”). The scores’ relevance was based on specific scores (the physical and
social activity; the professional objectives; and the opportunities provided for lifelong learning).
Table 2 introduces the students’ “check” of available information, which led to the composition of
the final score of available information. As can be observed, most students considered that there
was reasonable information on the tool selected: 678 out of 703 students pointed out that they
found reviews on the tool, 694/703 that there was an information page and 657/703 that there
were use cases illustrating the tool. It is to be highlighted that there was less agreement with the
existence of Open-Source documentation on the tools selected (430/703). Table 3 introduces the
scores given by the students according to the available information and relevance, by degree.

Table 2.
Tools’ available
information per
degree

Reviews Information page Use cases Open-source documentation Total

678 694 657 430 703
96,44% 98,72% 93,46% 61,17% 100%

Source: Table by Authors

Table 3.
Tool’s relevance and
overall score on the
available information
by degree

Relevance Available information
Min Med Max Min Med Max

Business Administration 0.5 2.0 3.8 0.0 4.0 4.0
Computer Science 0.3 2.0 3.5 2.0 4.0 4.0
Communication 1.0 2.0 3.3 3.0 4.0 4.0
Design 1.3 2.0 3.5 2.0 4.0 4.0
Economics/Labour Relations 0.5 2.0 3.8 2.0 4.0 4.0
Education 1.0 2.0 3.5 2.0 4.0 4.0
Humanities 0.5 2.0 3.5 2.0 4.0 4.0
Law 0.5 2.0 4.0 2.0 4.0 4.0
Marketing 1.8 3.0 3.8 3.0 4.0 4.0
Psychology 0.5 2.0 4.0 2.0 4.0 4.0
Grand Total 0.3 2.0 4.0 0.0 4.0 4.0

Source: Table by Authors
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Given the violation of conditions required to proceed with a parametric inferential test, the
Kruskal–Wallis non-parametric test was adopted. No significant differences were found
between the degrees about the relevance score assigned (chi-squared ¼ 16.677, df ¼ 10,
p-value < 0.01). Instead, the students grouped by degree considered the available
information differently, with a significant difference between them (chi-squared ¼ 29.214,
df¼ 10, p-value< 0.001). The post-hoc analysis (Wilcoxon Multiple Pairwise Comparisons)
highlighted that the students from computer science scored the tools differently than those
of communication, law and marketing (<0.05) and particularly than those of psychology
(p-value < 0.01). Also, economics scored differently regarding communication, law and
marketing (p-value < 0.05). However, the most relevant difference was found between the
scores given by psychology students and those of economics (p-value < 0.001), with the
latter being less benevolent with the score provided to the tools selected than the former.

A non-parametric Kendall correlation test between the relevance and the available
information as perceived by the student (N¼ 703) yielded a slightly significant result (tau¼
0.07, at the cut-off level of 0.05). The students found that the information was acceptable
(maximum score 4, median 4, in a 1–4 scale) and tended to express a mild to high relevance
of the tool selected (maximum score of 3, 3 to 4, median 2 to 3, in a 1–4 scale).

Terms of service quality: Renunciation. It is worth recalling that the TOS quality was
based on the tool’s available information. As shown in Figure 1, numerous analytical
categories determined the final score. Data tracking was established around Cookie analysis,
informed consent instructions, right to be forgotten explanations and no profiling after data
collection. This last piece was related to third-party cession, recommender systems, nudge
generation and data ethics principles. The TOS’s temporality was based on the user’s freedom
to amend the contract, including withdrawing from it, and the user’s content licences. GDPR
compliance was examined. Finally, key cases (good or negative) should be searched through
news and articles about the tool’s usage, performance and societal impact. Students scored
information, TOS timeliness, regulations, crucial cases and positive cases. Thus, in Table 4,
we synthesise important category evaluations to calculate the digital tools’ final score.

Table 4.
TOS quality areas by

degree

Info on
data

tracking
Temporality

of TOS
Regulations
informed

Available
info on

critical cases

Available info
on positive
social impact

cases

Tools’
overall
score

Mean SD Mean SD Mean Mean SD SD Mean SD Mean SD

Business Administration 3.15 1.31 3.53 1.02 3.96 3.15 1.31 1.27 2.75 1.83 57.53 15.95
Computer Science 3.09 1.11 3.25 1.03 3.60 3.09 1.11 1.34 2.11 2.06 52.91 14.65
Communication 3.26 1.02 3.10 1.25 3.76 3.26 1.02 1.50 3.24 1.97 56.57 15.18
Design 3.06 1.46 3.67 0.66 4.30 3.06 1.46 0.76 3.24 1.74 59.12 12.25
Economics/
Labour Relations

2.93 1.06 3.42 0.96 4.03 2.93 1.06 1.15 2.74 1.65 55.57 13.67

Education 3.17 1.00 3.58 0.88 3.70 3.17 1.00 1.59 2.34 1.93 57.56 13.14
Humanities 2.92 1.23 3.34 1.04 3.79 2.92 1.23 1.29 2.41 1.88 53.17 14.80
Law 2.86 0.93 3.34 0.84 3.65 2.86 0.93 1.45 2.26 1.84 52.53 13.09
Marketing 2.93 0.96 3.59 0.70 3.92 2.93 0.96 0.93 1.92 1.61 54.46 11.03
Psychology 2.88 1.23 3.24 1.09 3.92 2.88 1.23 1.40 2.82 1.88 53.96 17.39
Grand Total 3.01 1.15 3.41 0.98 3.88 3.01 1.15 1.32 2.61 1.85 55.38 14.79

Source: Table by Authors
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Given the violation of conditions required to proceed with a parametric inferential test, the
Kruskal-Wallis non-parametric test was adopted. No significant difference between degrees
was found for the information on data tracking, the temporality of TOS or compliance with EU
regulations. Instead, a significant difference was found for the availability of information on
critical cases (N¼ 703, chi-squared¼ 10.636, df¼ 10, p-value< 0.05) and a highly significant
difference was also present for the information about the availability of information on positive
social impact after using a selected tool. As for the first result, the post-hoc analysis yielded the
following: law students scored differently than their pairs of business administration,
communication, design economics and psychology p < 0.05); Marketing students scored
differently than those in the design degree (p. 05); and this last group, communication students
and economics students, scored differently than those in computer science (p< 0.05). It appears
that the legal knowledge with which the law students are more familiar could provide further
substance to their positions about the tools analysed. Interestingly, most students selected
collaboration and communication tools, as well as social networking platforms. In this sense,
we could expect that law and computer science students have knowledge of the legal concerns
around such tools as well as the digital infrastructures and algorithmic manipulations adopted.
Instead, for communication, design, marketing and business administration, the sides of
productivity and creativity might be more relevant. Finally, the students in education had a
different opinion than those in communication and design (p< 0.05). In this case, the students
in education might consider the tools as key spaces of work, whereas communication and
design could take into account the appearance, aesthetics, productivity instruments and so on.
Coming to the post-hoc analysis for the positive social impact of the tools adopted, we observe
that there was an extremely relevant difference between the students of computer science and
communication, education, economics and psychology (p< 0.001). However, also the students
of education displayed extreme differences from their peers in the humanities and law (p <
0.001). Moreover, communication scored differently regarding humanities, law and marketing
(p < 0.01); and psychology, with law and marketing (p < 0.01). Tellingly, in knowledge areas
such as education or communication, collaboration, content sharing and communication are a
matter of study and are supported by positive narratives, also in scholarly research. As already
expressed, in computer science, data science and algorithms are a matter of analysis, so there
might be an enthusiastic approach to any digital tool selected. The difference between
psychology, law and marketing is relevant since their diversified, positive views relate to
collaboration and communication tools, as well as informationmanagement and entertainment.
In this case, what can be seen as a problem for one discipline (digital addiction, loss of privacy,
etc.) for another can be seen as an instrument of reaching audiences and achieving results (as it
might be for marketing).

Despite these differences in the perception of tools both for critical reasons and for their
positive social impact, the final score, which wrapped the students’ opinions on the several
tools analysed, did not yield any significant difference between areas of knowledge.

A non-parametric Spearman correlation test between the final score and the available
information as well as the relevance (N ¼ 703) was carried out. The score and the available
information were positively correlated in a significant way (N ¼ 703, rho ¼ 0.14, p < 0.001),
highlighting a relationship between the accessed information and the judgement on the tool.
This could be expected. Instead, less obvious was the correlation between the relevance
assigned to the tools and the score given (rho ¼ 0,20, p < 0.001). The significant result
displayed a positive relationship between the students’ appreciation of a tool for its relevance
in their daily or professional lives and the TOS quality assigned. Given the non-significant
result between degrees for the score (or the fact that the students tended to assign a similar
score no matter their areas of knowledge), we assume that the relationships explored between

ILS



available information, relevance and score applied to most students. We could cautiously
pinpoint the renunciation effect here: the students are prone to see that the information
available is enough and the score is acceptable when the tools are relevant for their lives.

Renegotiation about the terms of service quality: Badges. The badges categorised TOS
quality scores and were issued individually after collaborative discussions on one single tool.
Figure 3. displays the final situation. Tin badges predominate overall. As expected, computer
science students were more likely to condemn the tools, with almost 60% of their badges
falling between tin and scrap. Humanities, law and marketing students were also critical (over
60% of badges were scrap or tin). Education students were more benevolent, placing almost
60% of their badges between “bronze”, “silver” and “gold”. Communication, psychology,
business administration and economics follow (approximately 50% bronze, silver and gold).
Business administration and design (almost 20% of gold badges) showed enthusiasm for the
tools. Psychology students found a specific type of tool of very low quality (almost 15%),
while all other students placed fewer than 10% of tools in this group, showing confidence in
the tools adopted. Design students found no “scrap” tools. Assigning a badge as the ultimate
“seal of quality” effectively triggers students’ reflection, causing a more cautious approach
that retraces their earlier knowledge and discipline. In any case, the relevant differences across
disciplines observed in the first phase remained constant also in this last phase. The Pearson
chi-squared test shows a minor significance across degree-grouped student selections
(x-squared¼ 54.89, df¼ 40, p< 0.05). Interestingly, students from fields that “know from the
inside” how platforms work (Computer Science, which understands algorithmic procedures
and data modelling; Law, which may be more aware of issues related to regulations and the
big tech industry; Marketing, which understands recommender systems and nudges to
capture participants’ attention) tend to attribute less value than other students. They may
value the tools less if they dislike how they work or if they do not achieve the aims
(performing well, complying with current regulations, drawing participants’ attention).

It is also relevant to point out that the students from psychology might be concerned
about the cognitive and emotional effects of platforms on mental health, and hence, they
were very negative with one group of tools with respect to the rest of the applications

Figure 3.
Badges assigned to

the quality of TOS by
degree
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analysed. Or, in the case of the humanities, there is a sort of reluctance towards some of the
automation promised by the tools. Instead, the students who adopt the tools for creative
purposes (particularly design and education) might consider them so relevant in their practise
that they would overlook potential effects to embrace their affordances. In all the cases
considered, hence, the effect of prior information (computer science, law and marketing) could
be hypothesised as a factor modulating the quality analysis; and renunciation (the trade-off
between the negative and positive effects of using a tool, in the case of education and design)
becomes apparent. All in all, in the subsequent phase of badge issuing after an interdisciplinary
exchange, it appears that the students consolidate their critical opinions on the tools.

RQ2 – course instructors’ opinion on the activity’s impact
As shown in Table 5, the CIs thought the experience was relevant (9 of 27 thought it
fully relevant and appropriate), despite issues with timing, task difficulty and student
participation (not all participated). 5 of 27 suggested improving course coordinator coaching,
design and activity time.

In the following, we comment and compare the CI’s perspectives on the groups led. The CI
in 18 groups of 27 considered that their students were interested but showed no clear intention
to engage with the problem of TOS. We assume that their analysis of the problem of TOS and
platforms relates to a single, guided activity rather than a more active engagement in the
future. Three groups (3), though, were reported as interested and intending to transfer to their
future professional and personal activities the understandings gained along the way. Also, we
must consider the difficulties experienced by two groups and the fact that four groups provided
no feedback or even did not participate enough to conclude the activity. Additionally, we notice
that the three groups with the highest levels of engagement received higher mean scores from
the CI, whereas the score tended to decline for the scarcely engaged students (no feedback, no
participation). The CI considered indeed that there were different levels of engagement and
participation by the students (Kruskal–Wallis chi-squared¼ 26, df¼ 4, p< 0.0001).

Though this situation requires much deeper exploration in terms of its meaning for the
participants and the CIs, we assume that there was a clear difference between a smaller
group of more engaged students, prone to becoming active in their engagement with
problems connected to data protection and privacy. As for the majority of students, they will

Table 5.
CI’s opinion on the
activity

Educational aims, design and
orchestration Freq % Students’ engagement Freq %

Enthusiastic 12 44.44 Enthusiastic 3 11.11
Relevant and appropriate
activity

3 11.11 Significant interest, intention to transfer
learning

Crucial activity 9 33.33

Moderately enthusiastic 6 22.22 Moderately enthusiastic 18 66.67
Relevant, improve coaching 1 3.70 Significant interest, partial intention to

transfer learningRelevant, improve design 2 7.41
Relevant, improve timing 3 11.11

Cautious 9 33.32 Cautious 6 22.22
Improve coaching 1 3.70 Focus on the difficulties 2 7.41
Improve design 4 14.81 Little feedback 3 11.11
Improve timing 4 14.81 Low participation 1 3.70
Total 27 100.00 Total 27 100.00
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not persist in their attempt to understand privacy. Also, most students would position
themselves between the overwhelmed and the indifferent approaches to privacy. For a
smaller group, the activity was just not considered appropriate for their learning.

Discussion and conclusions
In this case study, we analysed the students’ reactions to the problems associated with data
privacy. We focused on the need of disclosing the rather obscure TOS of digital tools that
could be relevant for the students’ personal or professional lives. Building on a widespread
debate on the situatedness effects of data-intensive technologies, we explored two research
questions in this regard.

Concerning the first question (Can the activity spot forms of renunciation in the students’
contextual perspectives (coming from the areas of knowledge they are engaged with) about the
tools used in personal and professional life?) This exercise revealed that the students’
awareness of the TOS’s quality varied according to their engagement in specific
undergraduate degrees. The response varied from critical and cautious to a sort of excessive
optimism after their experience evaluating the TOS in terms of safety, provision of
information on data usage, fairness and ethics. Dealing with students who preferred an
online university might explain why they were interested in collaboration, communication
and social networking tools. Intriguingly, most viewed the information about the tools as
generally adequate. Though, there was less consensus regarding the tools’ documentation
within open-source sites, which highlights the opacity upon which the platforms supporting
apps are built. Therefore, many of them took quality “for granted”, even when the business
model lacked complete transparency. In this regard, the essential relationship the students
establish with many of the tools they use daily, appears nearly impossible to criticise or
request additional information. This aligns with existing research that suggests that the
technological framework induces individuals to rely on adopted technology in order to
achieve a state of being “present” and “productive”, to the extent that they may embrace
automation and relinquish forms of creativity and self-expression. In Selwyn et al.’s (2023,
p. 9) terms, “digital automation is clearly linked with political power that derives from
having the authority to coordinate individuals and their interactions”; therefore, the
acceptance of extractive automation implies renunciation. This effect was convergent with
the explorations made by Pangrazio and Selwyn in schools with teens (2020) or in educators
as professionals (Raffaghelli, 2022): feelings of detachment or overwhelm take the lead. In
our study, there were nuances about this phenomenon, though. computer science, law and
humanities students displayed a cautious and more critical opinion on the TOS quality
compared to education and design students. The former groups were able, considering their
own knowledge about data-intensive technologies, to embrace a different position from
those that are probably more compelled by contextual professional situations to adopt it. A
good example in the field of education is the case of Google Classroom’s introduction into
schools by policymakers during the pandemics, which overwhelmed educators and
classrooms with a feeling of no possible alternatives (Saura et al., 2021).

The point is: can we really generate educational interventions that have an impact on
renunciation? Or can we just raise awareness while we keep exploring the trade-off together?
Our intervention just spotted differences and opened a space for reflection. Moreover, the
collaborative space yielded little change about the initial positions, though our research
method (countering the digital badges) just scratched the surface of the complex interactions
held in some of the groups. Our findings support the idea that the more we are constrained by
cultural or organisational contexts, the more the effect of a data literacy intervention will be
to raise awareness and generate some consensus on potential harms. Nevertheless, the
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second effect, Floridi (2020) highlighted as de facto sovereignty (Floridi, 2020) or the capacity
to build alternative digital ecosystems, requires sustained interventions and projects over
time.

Convergently, the second question displayed the difficulty of addressing genuine change
about renunciation. We asked whether the activity, as an awareness-raising approach,
promoted more responsible and agentic engagement with technologies, overcoming
renunciation. Our analysis of the responses of 27 CIs to the collaborative workgroups and
final discussions showed that no matter the interdisciplinary configuration of the students’
groups, some were very passive, some extremely active. Only a few students would move
forward towards action. More frequently, the students’ positions related to acknowledging
the problem of data protection and privacy but not seeing any possible future engagement.
Therefore, the fact of becoming aware might not have any direct effect on renunciation or
directly produce renegotiation. Moreover, most CIs were enthusiastic about the relevance of
the activity, but some raised concerns about the complexity of its implementation. This is
another convergent element that reminds us that working over relational questions and
problems takes time and effort by both teachers and learners. The use of platforms is
frequently imposed at institutional or community levels, and regional or local policies might
address the creation of alternative digital infrastructures. Getting to know the TOS is a
limited action, so understanding at least the right to claim alternative spaces should be part
of a renewed approach to personal data literacy that, as Prinsloo highlights, goes far beyond
the technical (Prinsloo, 2022). However, in her activist research, Ricaurte has shown that
mathplaining and data colonisation can be resisted:

[. . .] citizen initiatives in search of justice create alternative frameworks that make evident the
inequality of power structures, the discourses about datafication and our digital lives, and the
need for reflection on the diversity of contexts in which data epistemologies drive multiple forms
of exclusion (Ricaurte, 2019, p. 361)

Awareness-raising is, doubtless, the first step in our educational endeavour to develop
critical audiences. Our exercise was probably powerful as an initial pathway to disentangle
the many complex relationships behind the use of technologies in our contemporary society.
Nevertheless, it was limited in implementing the creative approaches claimed by Ricaurte, or
in its duration. We contend hence that “developing a digital competence” cannot just be a
prescription based on international frameworks introducing ethics, harmful effects (digital
overexposure, cyberbullying), platform policies, business models (data monetisation and
institutional monopolisation) and the like. If we explore existing frameworks of digital
competence, becoming aware of the digital imprint or practising data detox for digital
wellbeing has been a matter of concern at least for the last ten years. But the mere existence
and usage to raise awareness does not suffice to activate citizens to embrace alternative
pathways against data-intensive practices. If citizenship is tied to political agency and
participation, the programmes on digital competence should avoid “naive” or “technical”
(sort of “whitewashed”) approaches. Dealing with digital tools has local implications at the
level of the economy, society and cultural identity. This is only based on contextual debates,
moving from the local to the global level and back (European Parliament and Levi, 2022),
but it requires educational spaces we need to re-imagine. Students’ exploration and deeper
understanding of the tools they use is a starting point that must be pursued along the career
pathways.

Interdisciplinary work could be another relevant element (Verständig, 2021). Through
the collaborative badge issuing within groups belonging to the same degree, our activity
demonstrated that the different disciplinary perspectives enrich. Though this exercise needs
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to be coordinated and have follow-up to dig into different data perspectives and dispositions
(Raffaghelli, 2022), this should not be understood as just “reaching standards” that might be
higher in technological or scientific pathways regarding humanities and social sciences”.
Epistemic diversity and representation appear to be crucial to face datafication as a
complex, multilayered problem. Also, working with professionals outside academia or
creating groups where younger and older students collaborate could become possible ways
of embracing complexity through diversity.

With no intention of universal takeaways, our study scratched the surface of a key
problem: understanding the situatedness of educational interventions to develop postdigital
literacies. We invite educators in other cultural contexts to lead and document their
experiences. This might be the only way to detach from too general, “global” assumptions
on how human beings will live with data-intensive technologies, particularly AI, in the near
future.

References
Adam, T. (2020), “Reflecting on epistemic injustices in open and online education”, Open Development

and Education, junio 16, available at: https://opendeved.net/2020/06/16/reflecting-on-epistemic-
injustices-in-open-and-online-education/

Bhargava, R., Deahl, E., Letouz�e, E., Noonan, A., Sangokoya, D. and Shoup, N. (2015), “Beyond data
literacy: reinventing community engagement and empowerment in the age of data”, Data-Pop
alliance white paper series. Data Pop Alliance, available at: https://datapopalliance.org/item/
beyond-data-literacy-reinventing-community-engagement-and-empowerment-in-the-age-of-data/

Bowler, L., Acker, A., Jeng, W. and Chi, Y. (2017), “It lives all around us”: aspects of data literacy in
teen’s lives”, Proceedings of the Association for Information Science and Technology, Vol. 54
No. 1, pp. 27-35, doi: 10.1002/pra2.2017.14505401004.

Burr, C., Taddeo, M. and Floridi, L. (2020), “The ethics of digital Well-Being: a thematic review”, Science
and Engineering Ethics, Vol. 26 No. 4, pp. 2313-2343, doi: 10.1007/s11948-020-00175-8.

D’Ignazio, C. and Bhargava, R. (2015), “Approaches to building big data literacy”, Bloomberg Data for
Good Exchange, available at: https://dam-prod.media.mit.edu/x/2016/10/20/Edu_D’Ignazio_52.pdf

Eubanks, V. (2018), “Algorithms designed to fight poverty can actually make it worse”, Scientific
American, Vol. 319 No. 5, pp. 68-71, doi: 10.1038/scientificamerican1118-68.

European Commission (2016), “General data protection regulation (GDPR) EUR-Lex—32016R0679—EN -
EUR-Lex”, European Parliament, pp. 1-88, available at: https://eur-lex.europa.eu/eli/reg/2016/679/oj

European Parliament and Levi, S. (2022), “Proposal for a sovereign and democratic digitalisation of
Europe: reflection paper”, Publications Office of the European Union, available at: https://data.
europa.eu/doi/10.2861/671958

Fawns, T. (2019), “Postdigital education in design and practice”, Postdigital Science and Education,
Vol. 1 No. 1, pp. 132-145, doi: 10.1007/s42438-018-0021-8.

Floridi, L. (2014), “Commentary on the onlife manifesto. En the onlife manifesto”, Springer, doi: 10.1007/
978-3-319-04093-6_4.

Floridi, L. (2020), “The fight for digital sovereignty: what it is, and why it matters, especially for the
EU”, Philosophy and Technology, Vol. 33 No. 3, pp. 369-378, doi: 10.1007/s13347-020-00423-6.

Floridi, L. (2023), The Ethics of Artificial Intelligence: Principles, Challenges, and Opportunities, Oxford
University Press,. Oxford.

Gouseti, A., Bruni, I., Ilomäki, L., Lakkala, M., Mundy, D., Raffaghelli, J.E., Ranieri, M., Roffi, A.,
Romero, M. and Romeu, T. (2021), “Schools’ perceptions and experiences of critical digital
literacies across four European countries—DETECT project report 2”, Zenodo, doi: 10.5281/
zenodo.5070394.

Personal data

https://opendeved.net/2020/06/16/reflecting-on-epistemic-injustices-in-open-and-online-education/
https://opendeved.net/2020/06/16/reflecting-on-epistemic-injustices-in-open-and-online-education/
https://datapopalliance.org/item/beyond-data-literacy-reinventing-community-engagement-and-empowerment-in-the-age-of-data/
https://datapopalliance.org/item/beyond-data-literacy-reinventing-community-engagement-and-empowerment-in-the-age-of-data/
http://dx.doi.org/10.1002/pra2.2017.14505401004
http://dx.doi.org/10.1007/s11948-020-00175-8
https://dam-prod.media.mit.edu/x/2016/10/20/Edu_D&hx0027;Ignazio_52.pdf
http://dx.doi.org/10.1038/scientificamerican1118-68
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://data.europa.eu/doi/10.2861/671958
https://data.europa.eu/doi/10.2861/671958
http://dx.doi.org/10.1007/s42438-018-0021-8
http://dx.doi.org/10.1007/978-3-319-04093-6_4
http://dx.doi.org/10.1007/978-3-319-04093-6_4
http://dx.doi.org/10.1007/s13347-020-00423-6
http://dx.doi.org/10.5281/zenodo.5070394
http://dx.doi.org/10.5281/zenodo.5070394


Green, B. (2021), “The contestation of tech ethics: a sociotechnical approach to ethics and technology in
action”, available at: http://arxiv.org/abs/2106.01784

Guitert, M., Romeu, T. and P�erez-Mateo, M. (2007), “ICT competences and group work in virtual
environments”, RUSC. Universities and Knowledge Society Journal, Vol. 4 No. 1, https://doi.org/
10.7238/rusc.v4i1.289.

Guitert, M., Romeu, T. and Romero, M. (2023), “‘How to integrate data culture in HE: a teaching
experience in a digital competence ‘course”, in Raffaghelli, J.E. and Sangr�a, A. (Eds),Data Cultures
in Higher Education: Emergent Practices and the Challenge Ahead, Springer International
Publishing (Higher Education Dynamics), Cham, pp. 245-265, doi: 10.1007/978-3-031-24193-2_10.

Hargittai, E. (2003), “The digital divide and what to do about it”, En Jones, D.C. (Ed.), New Economy
Handbook, Academic Press, Cambridge, pp. 822-841.

Hobbs, R. (2020), “Propaganda in an age of algorithmic personalization: expanding literacy research
and practice”, Reading Research Quarterly, Vol. 55 No. 3, pp. 521-533, doi: 10.1002/rrq.301.

Kearns, M. and Roth, A. (2020), “El algoritmo �etico”, La Ciencia Del Diseño de Algoritmos Socialmente
Responsables [the Ethical Algorithm. The Science of Socially Aware Algorithm Design, Wolters
Kluwer España, Alcobendas.

Knaus, T. (2020), “Technology criticism and data literacy: the case for an augmented understanding of
media literacy”, Journal of Media Literacy Education, Vol. 12 No. 3, pp. 6-16, doi: 10.23860/jmle-
2020-12-3-2.

Knox, J. (2019), “What does the ‘postdigital’ mean for education? Three critical perspectives on the
digital, with implications for educational research and practice”, Postdigital Science and
Education, Vol. 1 No. 2, pp. 357-370, doi: 10.1007/s42438-019-00045-y.

Kuhn, C. (2021), “Module 4 data justice, understanding data: Praxis and politics”, available at: https://
zenodo.org/record/5137475

Kuhn, C. (2023), “Exploring possible worlds: open and participatory tools for critical data literacy and
fairer data culture”, En Raffaghelli, J.E. and Sangr�a A. (Eds),Data Cultures in Higher Education:
Emergent Practices and the Challenge Ahead, Springer International Publishing, New York, NY,
pp. 201-226, doi: 10.1007/978-3-031-24193-2_8.

Lee, V.R., Pimentel, D.R., Bhargava, R. and D’Ignazio, C. (2022), “Taking data feminism to school: a
synthesis and review of pre-collegiate data science education projects”, British Journal of
Educational Technology, Vol. 53 No. 5, pp. 1096-1113, doi: 10.1111/bjet.13251.

Macgilchrist, F. (2021), “Theories of postdigital heterogeneity: implications for research on education
and datafication”, Postdigital Science and Education, Vol. 3 No. 3, pp. 660-667, doi: 10.1007/
s42438-021-00232-w.

Manca, S., Bocconi, S. and Gleason, B. (2021), “Think globally, act locally”: a glocal approach to the
development of social media literacy”, Computers and Education, Vol. 160, p. 104025, doi:
10.1016/j.compedu.2020.104025.

Marín, V.I. and Tur, G. (2023), “La privacidad de los datos en tecnología educativa: Resultados de una
revisi�on de alcance”, Edutec. Revista Electr�onica de Tecnología Educativa, Vol. 83 No. 83, Article
83, doi: 10.21556/edutec.2023.83.2701.

Marín, V.I., Carpenter, J.P. and Tur, G. (2021), “Pre-service teachers’ perceptions of social media data
privacy policies”, British Journal of Educational Technology, Vol. 52 No. 2, pp. 519-535, doi:
10.1111/bjet.13035.

Noble, S.U. (2018), Algorithms of Oppression: How Search Engines Reinforce Racism by Safiya Umoja
Noble, EnNYUPress, New York, NY, doi: 10.15713/ins.mmj.3.

O’Neill, D.K. (2016), “Understanding design research–practice partnerships in context and time: why
learning sciences scholars should learn from cultural-historical activity theory approaches to
Design-Based research”, Journal of the Learning Sciences, Vol. 25 No. 4, pp. 497-502, doi: 10.1080/
10508406.2016.1226835.

ILS

http://arxiv.org/abs/2106.01784
https://doi.org/10.7238/rusc.v4i1.289
https://doi.org/10.7238/rusc.v4i1.289
http://dx.doi.org/10.1007/978-3-031-24193-2_10
http://dx.doi.org/10.1002/rrq.301
http://dx.doi.org/10.23860/jmle-2020-12-3-2
http://dx.doi.org/10.23860/jmle-2020-12-3-2
http://dx.doi.org/10.1007/s42438-019-00045-y
https://zenodo.org/record/5137475
https://zenodo.org/record/5137475
http://dx.doi.org/10.1007/978-3-031-24193-2_8
http://dx.doi.org/10.1111/bjet.13251
http://dx.doi.org/10.1007/s42438-021-00232-w
http://dx.doi.org/10.1007/s42438-021-00232-w
http://dx.doi.org/10.1016/j.compedu.2020.104025
http://dx.doi.org/10.21556/edutec.2023.83.2701
http://dx.doi.org/10.1111/bjet.13035
http://dx.doi.org/10.15713/ins.mmj.3
http://dx.doi.org/10.1080/10508406.2016.1226835
http://dx.doi.org/10.1080/10508406.2016.1226835


Pangrazio, L. (2018), Young People’s Literacies in the Digital Age: Continuities, Conflicts and
Contradictions, Routledge, London.

Pangrazio, L. and Cardozo-Gaibisso, L. (2021), “Your data can go to anyone”,The Challenges of Developing
Critical Data Literacies in Children, Brill, Boston, pp. 35-51, doi: 10.1163/9789004467040_003.

Pangrazio, L. and Sefton-Green, J. (2022), “Learning to live well with data: concepts and challenges”, En
Learning to Live with Datafication. Educational Case Studies and Initiatives from Across the
World (Luci Pangrazio and Julian Sefton-Green, p. online first), Routledge, available at: www.
routledge.com/Learning-to-Live-with-Datafication-Educational-Case-Studies-and-Initiatives/
Pangrazio-Sefton-Green/p/book/9780367683078

Pangrazio, L. and Selwyn, N. (2019), “Personal data literacies’: a critical literacies approach to
enhancing understandings of personal digital data”, New Media and Society, Vol. 21 No. 2,
pp. 419-437, doi: 10.1177/1461444818799523.

Pangrazio, L. and Selwyn, N. (2020), “Towards a school-based ‘critical data education”, Pedagogy,
Culture and Society, Vol. 29 No. 3, doi: 10.1080/14681366.2020.1747527.

Perrotta, C., Gulson, K.N., Williamson, B. and Witzenberger, K. (2020), “Automation, APIs and the
distributed labour of platform pedagogies in google classroom”, Critical Studies in Education,
Vol. 62 No. 1, pp. 97-113, doi: 10.1080/17508487.2020.1855597.

Peters, M.A. (2017), “Education in a post-truth world”, Educational Philosophy and Theory, Vol. 49
No. 6, pp. 563-566, doi: 10.1080/00131857.2016.1264114.

Prinsloo, P. (2020), “Decolonising the collection, analyses and use of student data: a tentative
exploration/proposal”, available at: https://press.rebus.community/openatthemargins/chapter/
decolonising-the-collection-analyses-and-use-of-student-data-a-tentative-exploration-proposal/

Prinsloo, P., Slade, S. and Khalil, M. (2022), “The answer is (not only) technological: considering student
data privacy in learning analytics”, British Journal of Educational Technology, Vol. 53 No. 4,
pp. 876-893, doi: 10.1111/bjet.13216.

Raffaghelli, J.E. (2022), “‘Educators’ data literacy: understanding the bigger picture”, Learning to Live
with Datafication: Educational Case Studies and Initiatives from Across the World, Routledge,
London and New York, NY, pp. 80-99, doi: 10.4324/9781003136842.

Raffaghelli, J.E. (2023), “Pathways for social justice in the datafied society: reconsidering the
educational response”,Media Education, Vol. 14 No. 1, doi: 10.36253/me-13383.

Raffaghelli, J.E. and Stewart, B. (2020), “Centering complexity in ‘educators’ data literacy’ to support
future practices in faculty development: a systematic review of the literature”, Teaching in
Higher Education, Vol. 25 No. 4, pp. 435-455, doi: 10.1080/13562517.2019.1696301.

Raffaghelli, J.E. and Sangr�a, A. (2023a), “Conclusion: building fair data cultures in higher ‘education”, in
Raffaghelli J.E. and Sangr�a A. (Eds),Data Cultures in Higher Education: Emergent Practices and
the Challenge Ahead, Springer International Publishing (Higher Education Dynamics), Cham,
pp. 355-383, doi: 10.1007/978-3-031-24193-2_15.

Raffaghelli, J.E. and Sangr�a, A. (2023b), “‘Data cultures in higher education: acknowledging
‘complexity”, in Raffaghelli, J.E. and Sangr�a, A. (Eds), Data Cultures in Higher Education:
Emergent Practices and the Challenge Ahead, Springer International Publishing (Higher
Education Dynamics), Cham, pp. 1-39, doi: 10.1007/978-3-031-24193-2_1.

Raffaghelli, J.E., Romero-Carbonell, M. and Romeu-Fontanillas, T. (2021), “Did you read the ToS?”,
Tableau Public, available at: https://public.tableau.com/app/profile/juliana.elisa.raffaghelli/viz/
DidyoureadtheToS/DTQuality_RegulationsCases (accessed 15 June 2023).

Ricaurte, P. (2019), “Data epistemologies, the coloniality of power, and resistance”, Television and New
Media, Vol. 20 No. 4, pp. 350-365, doi: 10.1177/1527476419831640.

Sancho-Gil, J.M., Rivera-Vargas, P. and Miño-Puigcerc�os, R. (2020), “Moving beyond the predictable
failure of Ed-Tech initiatives”, Learning, Media and Technology, Vol. 45 No. 1, pp. 61-75, doi:
10.1080/17439884.2019.1666873.

Personal data

http://dx.doi.org/10.1163/9789004467040_003
http://www.routledge.com/Learning-to-Live-with-Datafication-Educational-Case-Studies-and-Initiatives/Pangrazio-Sefton-Green/p/book/9780367683078
http://www.routledge.com/Learning-to-Live-with-Datafication-Educational-Case-Studies-and-Initiatives/Pangrazio-Sefton-Green/p/book/9780367683078
http://www.routledge.com/Learning-to-Live-with-Datafication-Educational-Case-Studies-and-Initiatives/Pangrazio-Sefton-Green/p/book/9780367683078
http://dx.doi.org/10.1177/1461444818799523
http://dx.doi.org/10.1080/14681366.2020.1747527
http://dx.doi.org/10.1080/17508487.2020.1855597
http://dx.doi.org/10.1080/00131857.2016.1264114
https://press.rebus.community/openatthemargins/chapter/decolonising-the-collection-analyses-and-use-of-student-data-a-tentative-exploration-proposal/
https://press.rebus.community/openatthemargins/chapter/decolonising-the-collection-analyses-and-use-of-student-data-a-tentative-exploration-proposal/
http://dx.doi.org/10.1111/bjet.13216
http://dx.doi.org/10.4324/9781003136842
http://dx.doi.org/10.36253/me-13383
http://dx.doi.org/10.1080/13562517.2019.1696301
http://dx.doi.org/10.1007/978-3-031-24193-2_15
http://dx.doi.org/10.1007/978-3-031-24193-2_1
https://public.tableau.com/app/profile/juliana.elisa.raffaghelli/viz/DidyoureadtheToS/DTQuality_RegulationsCases
https://public.tableau.com/app/profile/juliana.elisa.raffaghelli/viz/DidyoureadtheToS/DTQuality_RegulationsCases
http://dx.doi.org/10.1177/1527476419831640
http://dx.doi.org/10.1080/17439884.2019.1666873


Sander, I. (2020), “Critical big data literacy tools—engaging citizens and promoting empowered internet
usage”,Data and Policy, Scopus, Vol. 2 No. 3, doi: 10.1017/dap.2020.5.

Saura, G., Guti�errez, E.J.D. and Vargas, P.R. (2021), “Innovaci�on Tecno-Educativa “google”. plataformas
digitales, datos y formaci�on docente”, REICE. Revista Iberoamericana Sobre Calidad, Eficacia y
Cambio en Educaci�on, Vol. 19 No. 4, doi: 10.15366/reice2021.19.4.007. Article 4.

Selwyn, N. (2023), “Lessons to be learnt? Education, techno-solutionism, and sustainable development”,
Technology and Sustainable Development, Routledge, New York, NY.

Selwyn, N., Hillman, T., Bergviken-Rensfeldt, A. and Perrotta, C. (2023), “Making sense of the digital
automation of education”, Postdigital Science and Education, Vol. 5 No. 1, pp. 1-14, doi: 10.1007/
s42438-022-00362-9.

Stake, R. (1994),The Art of Case Study Research, SAGE, NewYork, NY.

Stewart, B. (2020), “The open page project”, Journal of Teaching and Learning, Vol. 14 No. 1, pp. 59-70,
doi: 10.22329/jtl.v14i1.6265.

Stewart, B. and Lyons, E. (2021), “When the classroom becomes datafied: a baseline for building data
ethics policy and data literacies across higher education”, Italian Journal of Educational
Technology, doi: 10.17471/2499-4324/1203.

van Dijck, J., Poell, T. and deWall, M. (2018), The Platform Society Public Values in a Connective World,
2018.a ed, Oxford University Press, Oxford.

Verständig, D. (2021), “Critical data studies and data science in higher education: an interdisciplinary
and explorative approach towards a critical data literacy”, Seminar.net, Vol. 17 No. 2, Article 2,
doi: 10.7577/seminar.4397.

Vuorikari, R., Kluzer, S. and Punie, Y. (2022), “DigComp 2.2: the digital competence framework for
Citizens – with new examples of knowledge, skills and attitudes”, JRC Publications Repository,
marzo 17 10.2760/115376

Williamson, B. (2017), “Educating Silicon Valley: corporate education reform and the reproduction of
the techno-economic revolution”, Review of Education, Pedagogy, and Cultural Studies, Vol. 39
No. 3, pp. 265-288, doi: 10.1080/10714413.2017.1326274.

Williamson, B., Eynon, R. and Potter, J. (2020), “Pandemic politics, pedagogies and practices: digital
technologies and distance education during the coronavirus emergency”, En Learning, Media
and Technology, Vol. 45 No. 2, pp. 107-114, doi: 10.1080/17439884.2020.1761641.

Williamson, B., Gulson, K., Perrotta, C. and Witzenberger, K. (2022), “Amazon and the new global
connective architectures of education governance”, Harvard Educational Review, Vol. 92 No. 2,
pp. 231-256, doi: 10.17763/1943-5045-92.2.231.

Zuboff, S. (2015), “Big other: surveillance capitalism and the prospects of an information civilization”,
Journal of Information Technology, Vol. 30 No. 1, pp. 75-89, doi: 10.1057/jit.2015.5.

Further reading
Carlson, J., Fosmire, M., Miller, C.C. and Nelson, M.S. (2011), “Determining data information literacy

needs: a study of students and research faculty”, Portal: Libraries and the Academy, Vol. 11
No. 2, pp. 629-657, doi: 10.1353/pla.2011.0022

Ridsdale, C., Rothwell, J., Smit, M., Ali-Hassan, H., Bliemel, M., Irvine, D., Kelley, D., Matwin, S. and
Wuetherick, B. (2015), Strategies and Best Practices for Data Literacy Education, Darehouse
University – Social Sciences and Humanities Research Council of Canada, Halifax, pp. 1-123, doi:
10.13140/RG.2.1.1922.5044.

ILS

http://dx.doi.org/10.1017/dap.2020.5
http://dx.doi.org/10.15366/reice2021.19.4.007
http://dx.doi.org/10.1007/s42438-022-00362-9
http://dx.doi.org/10.1007/s42438-022-00362-9
http://dx.doi.org/10.22329/jtl.v14i1.6265
http://dx.doi.org/10.17471/2499-4324/1203
http://dx.doi.org/10.7577/seminar.4397
http://dx.doi.org/10.2760/115376
http://dx.doi.org/10.1080/10714413.2017.1326274
http://dx.doi.org/10.1080/17439884.2020.1761641
http://dx.doi.org/10.17763/1943-5045-92.2.231
http://dx.doi.org/10.1057/jit.2015.5
http://dx.doi.org/10.1353/pla.2011.0022
http://dx.doi.org/10.13140/RG.2.1.1922.5044


Appendix 1

FigureA1.
Badges definition

+ Gold TOS
The digital tools under 
this badge offer the best 
terms of service: they 
treat the user fairly, 
respecting their rights 
and not abusing the 
users’ data. 

 Each question in the 
survey got 5 points.

 Overall score between 
72 and 85

 or 90 to 100% of the 
questions answered 
(partial gold).

+/- Silver TOS The terms of service are 
fair to the user but could 
be improved. 

 Each question in the 
survey got 4 to 5.

 Overall score between 
64 and 71

 or 80 to 89% of the 
questions answered 
(partial silver).

× Bronze
The terms of service are 
fine, but some issues 
require critical 
consideration. 

 Each question in the 
survey got 3 to 4.

 Overall score between 
56 and 63

 or 70 to 79% of the 
questions answered 
(partial bronze).

Tin The terms of service are 
very uneven or there are 
some major issues that 
require the user’s
attention. 

 Each question in the 
survey got 2 to 3.

 Overall score between 
36 and 55

 or 45 to 69% of the 
questions answered 
(partial tin).

! Scrap
The terms of service 
raise very serious 
concerns. 

 Each question in the 
survey got 1 to 2.

 Overall score between 
14 and 35

 or 17 to 44% of the 
questions answered 
(partial scrap).

Note: *The badges are issued by the groups upon the collaborative debate on a tool 
and based on the survey used in the prior phase
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course
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