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Abstract

Purpose — With the outset of automatic detection of information, misinformation, and disinformation,
the purpose of this paper is to examine and discuss various conceptions of information, misinformation,
and disinformation within philosophy of information.

Design/methodology/approach — The examinations are conducted within a Gricean framework in order
to account for the communicative aspects of information, misinformation, and disinformation as well as the
detection enterprise.

Findings — While there often is an exclusive focus on truth and falsity as that which distinguish information
from misinformation and disinformation, this paper finds that the distinguishing features are actually
intention/intentionality and non-misleadingness/misleadingness — with non-misleadingness/misleadingness
as the primary feature. Further, the paper rehearses the argument in favor of a true variety of disinformation
and extends this argument to include true misinformation.

Originality/value — The findings are novel and pose a challenge to the possibility of automatic detection of
misinformation and disinformation. Especially the notions of true disinformation and true misinformation,
as varieties of disinformation and misinformation, which force the true/false dichotomy for information vs
mis-/disinformation to collapse.
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1. Introduction
The internet is full of communication. Some of this communication consists of false,
inaccurate, and untrue information. As a reaction to this we have lately witnessed an
increased interest in automatic detection (through algorithms) of misinformation and
disinformation. Examples of such detecting-projects are the PHEME-project (2014),
Kumar and Geethakumari’s “Twitter algorithm” (2014), Karlova and Fisher’s diffusion
model (Karlova and Fisher, 2013), and the Hoaxy platform (Shao et al,, 2016) — to name a few.

The interest in detection of misinformation and disinformation follows an ancient
philosophical quest for “the truth.” The hope is to be able to single out misinformation and
disinformation in order to prevent it from spreading, thereby enabling the spread of proper
information — “the truth” — instead.

It is a new task for the algorithmic moderators of social media and the internet.
The assumption is that false content online should be flagged — maybe even removed — in
order to secure the best conditions for true content, thereby, helping people make the
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right decisions. That is, in crude terms, to decide what people should believe. Further, the
assumption is that the detection of truth and falsity is sufficient for the detection of
misinformation and disinformation. However, the full story is more complicated than mere
detection of truth and falsity — which might actually prove complicated enough.

The mechanism of social media is communication. To post and share stories. To react and
comment. To write statuses about oneself that friends, family, colleagues, and others can
comment upon and share. To arrange and coordinate public and private events and invite
people to attend. All these acts — both the verbal and non-verbal — are acts of communication.
They are carried out at a specific time, within a specific context, and for a specific purpose —
guided by belief, intention, and meaning. When a story is shared the original purpose of
posting it, might change for another purpose in sharing it. The context changes as well and,
most likely, also the belief and intention and maybe even the meaning. Thus, to determine
whether something is misinformation or disinformation requires evaluative judgments of
content, context, purpose, etc. and the question is whether such judgments can be automated.
Further, the main question is what algorithms should look for in order to detect
misinformation and disinformation — i.e. what misinformation and disinformation actually is
in connection to one another and in connection to information. That is, what are the distinct
and distinguishing features of information, misinformation, and disinformation, conceptually?

The paper is structured as follows. Section 2 sets the scene by dealing with four
different detecting-projects. In Section 3 a Gricean framework of meaning, cooperation,
and communication is laid out. Four different accounts of information, misinformation, and
disinformation, all influenced by Grice, are presented and briefly discussed in Section 4.
Discussions of information, misinformation, and disinformation, their nature, and their
implications for automatic detection are carried out in Section 5 and Section 6 provides
concluding remarks.

2. Automatic detection

The PHEME-project sets out to algorithmically detect and categorize rumors in social
network structures (such as Twitter and Facebook) in near real time. The rumors are
mapped according to four categories, which include “misinformation, where something
untrue is spread unwittingly; and disinformation, where it’s done with malicious intent.”
(Sheffield News, 2014). The purpose is to help journalists by developing a platform where
stories and rumors can be fact-checked before a story is posted online or sent to print
(PHEME, 2014). Kumar and Geethakumari (2014) propose an algorithm which can detect
and flag whether a tweet is misinformation or disinformation. In their framework
“Misinformation is false or inaccurate information, especially that which is deliberately
intended to deceive [and] Disinformation is false information that is intended to mislead,
especially propaganda issued by a government organization to a rival power or the media.”
(Kumar and Geethakumari, 2014, p. 3). The purpose of the algorithm is to improve decision
making for individual users by letting the algorithm tell them whether a given tweet is
information, misinformation, or disinformation, and thereby indirectly tell them whether
they should retweet or not. In Karlova and Fisher’s (2013) diffusion model misinformation
and disinformation “extend the concept of information through their informativeness”
and misinforming and disinforming function as types of information behavior. Thus,
Karlova and Fisher (2013) define misinformation as inaccurate information and
disinformation as deceptive information and their goal is to better understand how
information spreads and diffuses in online social networks. Hoaxy (Shao ef al, 2016) is “a
platform for the collection, detection, and analysis of online misinformation and its related
fact-checking efforts.” (Shao et al, 2016, p. 745). Hoaxy solely deals with misinformation
defined as “false or inaccurate information” (Shao et al., 2016, p. 745) with examples such as
rumors, false news, hoaxes and elaborate conspiracy theories (Shao et al, 2016).



In these projects alone, four different understandings of misinformation, as well as three
different understandings of disinformation are presented. Thus, depending on which
algorithm is employed different answers will be given as to whether a particular tweet or
Facebook post is misinformation, disinformation, or information. The four different
algorithms detect different things under the same headings thereby risking to complicate
decision-making for individuals rather than enable and facilitate it. As the algorithms
potentially will judge what people should believe and how they should make decisions — i.e.
supersede or be an addition to peoples’ critical assessment — it is not sufficient or
satisfactory to opt for the simplest definitions.

Therefore, a more developed and nuanced understanding of the notions information,
misinformation, and disinformation — and especially their interconnections — is needed. That
is, in order to develop algorithms which can detect misinformation and disinformation one
must at least understand which features these algorithms should detect. In order to tell
whether something is information, misinformation, or disinformation one must know what
characterizes information, misinformation, and disinformation, respectively. One must
know what to look for to tell the notions apart — ie. the features which distinguish the
notions from one another. These characteristics — these distinguishing features — are what
the algorithms have to detect. Otherwise, how should the algorithms be able to discriminate
between the three notions — in a satisfactory and sufficient way — and aid decision-making?

Currently, the different detecting-projects point to different features as those which
characterizes information, misinformation, and disinformation, respectively. They employ
features such as inaccuracy, untruth, falsity, and deception for misinformation and
falsity, intended misleadingness, intended untruth, deception, and propaganda for
disinformation. Further, both misinformation and disinformation are defined in terms of
information within all four projects, wherefore, it is also necessary to know what counts as
information. If, for instance, both misinformation and disinformation have deception as
one of their features, then deception is not a sufficient feature for the algorithms to detect —
the algorithms should also look for something else. If, however, deception is only a feature
of disinformation then the algorithms have to detect for deception. In this case the
question is how the algorithms can detect deception — i.e. what characterizes deception as
opposed to non-deception?

If one were to pursue the task of singling out these distinguishing features two steps would
have to be taken. First, in order to determine which features are unique for each notion in
question (that be, unique by themselves or due to a specific combination) these notions would
have to be examined and analyzed in connection to one another. Second, it would be necessary
to further specify these distinguishing features. That is, if deceptiveness is a distinguishing
feature then how is deception detected? Which features should let the algorithm categorize
something as deception? Should the algorithms for instance detect for falsity as opposed to
truth? Should they detect for trust and credibility of the source as a sign of non-deceptiveness?
Or should they detect for something else entirely?

However, such a task seems impossible without crystal clear notions of information,
misinformation, and disinformation. Unfortunately these three notions are not very
clear — especially not when taken together.

Therefore, this paper explores and analyzes the very nature of information,
misinformation, and disinformation — and their interconnections — in order to understand
the challenges these notions pose to the possibility of automatic detection. In other words,
the purpose of this paper is more conceptual than practical. The purpose is to get the fullest
and deepest conceptual understanding of the notions information, misinformation, and
disinformation, their interconnections, and distinguishing features — with an eye to
algorithmic detection. The task of deriving operational specifications for algorithmic
detection, from this conceptual clarification, will be left for others to pursue.
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3. Gricean framework

Automatic detection of misinformation and disinformation are actions conducted within
communicative structures. The various detecting-projects offer algorithmic detection of
misinformation and disinformation in tweets and Facebook post, as well as other types of
online communication. Thus, the notions of information, misinformation, and
disinformation and their interconnections must be analyzed and discussed within a
communicative framework (cf. the eye to algorithmic detection). That is, the algorithms have
to work within communicative structures and upon communicative actions.

Such a communicative framework is provided by aspects of Grice’s ordinary language
philosophy. In order to grasp the implications of such a framework, both for the purpose of
automatic detection and for the analyses of the notions of information, misinformation, and
disinformation brief introductions to two of Grice’s most famous theories are necessary.

Grice’s (1967) communication theory (i.e. the Cooperative Principle and its maxims) and
Grice’s (1957) theory of meaning offer a fruitful framework for understanding the notions
information, misinformation, and disinformation and their interconnections within
philosophy of information. Grice’s communicative aspects and insights regarding the
differences between sentence-meaning and utterer’s meaning, as well as natural meaning
and nonnatural meaning, enable the development of a unified conceptualization of
information, misinformation, and disinformation.

Grice is most famously known for his realization that what words, sentences, and utterances
(including gestures)[1] literally or specifically mean is only half the story about meaning.
The other very important part of the story is what people mean by their utterances
(including gestures). Thus, Grice introduces a distinction between sentence-meaning and
utterer's meaning (speaker-meaning) and thus paves the way for a pragmatic notion of meaning
(utterer’s meaning) as a supplement to a semantic notion of meaning (word-/sentence-meaning).
The distinction between sentence-meaning and utterer’s meaning and thereby the distinction
between semantics and pragmatics is most fully and explicitly developed within Grice’s (1967)
William James lecture “Logic and Conversation” but the foundation for the distinction was
already laid in Grice’s (1957) “Meaning” almost 20 years prior to “Logic and Conversation[2]”

Grice’s work has previously been used within information studies for various purposes.
For instance, it has been used: to describe different forms of communication in connection to
information retrieval — more specifically to analyze and explain information retrieval as a
communicative process (Blair, 1992, 2003); to define a notion of information in terms of
meaning — in order to develop a conversational notion of information quality (Mai, 2013);
as heuristics in analyses of information as communication (Fox, 1983); and as the basis for
work on misleadingness (Fallis, 2010, 2014). As is often the case, it is Grice’s communication
theory and theory of meaning which are at the heart of these examples.

3.1 Meaning as intention

In the essay “Meaning” (1957) Grice introduces and develops a distinction between, what he
calls, natural meaning and nonnatural meaning. Natural meaning is characterized by the
formula “x meant that p and x means that p entail p” (Grice, 1957, p. 213). The entailment
secures that if some x means p, then p must be the case — p must be true or must obtain.
In Grice’s words if “Those spots mean (meant) measles.” (Grice, 1957, p. 213) then it must be
the case that the human with those spots has measles.

In contrast nonnatural meaning is characterized by the formula “x means that p and x
meant that p do not entail p.” (Grice, 1957, p. 214). Thus, in the case of nonnatural meaning
there is no requirement that specific events obtain or that something specific is
true or is the case. Nonnatural meaning is based on intentions and conventions and
Grice’s (1957) example of nonnatural meaning is “Those three rings on the bell (of the bus)
mean that the bus is full.” (p. 214). In this case the three rings on the bell could mean



almost anything — they only mean that the bus is full because this is what someone has
collectively decided at some point.

One of Grice’s key insights is that meaning is determined by how humans use language
and gestures and this use is determined by the intentions which humans have when they
communicate. Thus, for A (a human agent) to mean something (p) by x (an utterance),
A must have three interdependent intentions. A must intend that:

(1) the hearer will be convinced that p;
(2) that the hearer recognizes A’s intention in (1); and
(3) thatit is because of the recognition in (2) that the hearer is convinced that p. (Grice, 1957).

For Grice these three intentions are necessary and sufficient for nonnatural meaning and thus a
way of reducing nonnatural meaning to intentions. When the chauffeur rings the bell three times
he adheres to the convention by expressing his intention to let the passengers know that the bus
is full. Further, the chauffeur intends that the passengers recognize the intention and thereby —
qua the recognition — are convinced that the bus is full. However, nonnatural meaning as
expression of conventions and intentions leaves room for mistakes — the chauffeur can be wrong
about whether the bus is full. But even if the chauffeur is wrong when he rings the bell three
times, the ringing still keeps its nonnatural meaning that the bus is full. The nonnatural meaning
of the convention is in place regardless of whether people make mistakes. Further, Grice notes
that gestural acts (e.g. to make communicative signs with the hands, to draw a picture of
something) can also be instances of nonnatural meaning as long as the three communicative
intentions are in place. Thus, nonnatural meaning can be exerted non-verbally. This is the
reason why Grice in parentheses remarks “I use ‘utterance’ as a neutral word to apply to any
candidate for meaningnponNaturary; it has a convenient act-object ambiguity” (Grice, 1957, p. 216).

3.2 Communication as cooperation

The reduction of nonnatural meaning to the intentions people have when they utter
something is crucial for the distinction between context-invariant meaning (word-/sentence-
meaning) and context-dependent meaning (utterer’s meaning) fully developed in the essay
“Logic and Conversation” (1967). Grice observes that:

[oJur talk exchanges do not normally consist of a succession of disconnected remarks, and would
not be rational if they did. They are characteristically, to some degree at least, cooperative efforts;
and each participant recognizes in them, to some extent, a common purpose or set of purposes, or at
least a mutually accepted direction (Grice, 1967, p. 26).

From this observation he formulates a general principle — the Cooperative Principle — which
governs all normal conversation:

Cooperative Principle: “Make your conversational contribution such as is required, at the state at
which it occurs, by the accepted purpose or direction of the talk exchange in which you are
engaged” (Grice, 1967, p. 26).
Although the Cooperative Principle is stated in imperative, it is supposed to explain how
normal conversation proceeds and why this procedure is rational — the principle does not
prescribe how a conversation should proceed.

In connection to the Cooperative Principle Grice describes four maxims (presented in the
list below) — again stated in imperative but supposed to depict rules which people actually
adhere to in conversation.

MAXIMS (source Grice, 1967, pp. 26-27).

Quantity (how much information is to be provided):

(1) make your contribution as informative as is required (for the current purposes of the
exchange); and
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(2) do not make your contribution more informative than is required.

Quality (of the information provided).
Supermaxim — try to make your contribution one that is true:

(1) do not say what you believe to be false; and

(2) do not say that for which you lack adequate evidence.
Relation:

(1) be relevant.

Manner (the form of the utterance).
Supermaxim — be perspicuous:

(1) avoid obscurity of expression;

(2) avoid ambiguity;

(3) be brief (avoid unnecessary prolixity); and
4) be orderly.

When utterers exploit, violate, or flout one or more of the maxims while still observing
the Cooperative Principle — that is without opting out of the cooperation of the
conversation — conversational implicatures are generated.

The depiction of the notion “implicature” is perhaps the most interesting part of Grice’s
conversation theory. “Implicature” is a pragmatic notion in the sense that it denotes what an
utterer means or implicates by an utterance beyond what he literally says — they are
instances of utterer’s meaning. They arise when the utterer means something more or
something else than the literal (word-/sentence) meaning of what he says. Implicatures can
be of two different kinds; either what is implicated can lie within the utterance itself and be
derived solely from the conventional meaning of the words used (conventional implicature),
or what is implicated can lie beyond the utterance and is determined by intentions and
context (conversational implicature). In this way conversational implicatures are determined
by what the utterer means and they can only be understood when the context is taken into
account. This means that dependent on the context and the specific conversation
the same utterance can be used to generate different conversational implicatures and
thereby be used to mean different things. Therefore, Grice has it as a requirement for
conversational implicatures that they have to be worked out by the hearer. Take Grice’s
(1967) own example:

A is writing a testimonial about a pupil who is a candidate for a philosophy job, and his letter reads
as follows: “Dear Sir, Mr. X’s command of English is excellent, and his attendance at tutorials has
been regular. Yours, etc.” (Gloss: A cannot be opting out, since if he wished to be uncooperative,
why write at all? He cannot be unable, through ignorance, to say more, since the man is his pupil;
moreover, he knows that more information than this is wanted. He must therefore, be wishing to
impart information that he is reluctant to write down. This supposition is tenable only if he thinks
Mr. X is no good at Philosophy. This, then, is what he is implicating) (p. 33).

After the introduction of conventional and conversational implicatures, Grice leaves
conventional implicatures behind and solely focuses on conversational implicatures,
which he then refers to simply as implicatures. As mentioned conversational implicatures
are generated when one or more of the maxims are violated or exploited. As examples of
implicature-generating violations, Grice mentions metaphors, irony, and ambiguity,
among others.

With the feature that implicatures are meaning beyond what is literally said the notion
“implicature” is an explicit introduction of Grice’s famous distinction between sentence-meaning



(ie. what is literally said) and utterer’s meaning (i.e. what is implicated) — the distinction which
was alluded to in “Meaning” (1957).

It is Grice’s various insights regarding “meaning” together with his emphasis on
cooperation and communication, which comprise the Gricean framework for the analyses
of information, misinformation, and disinformation in connection to automatic detection.
What is special about Grice’s work on “meaning” is that it paves the way for pragmatics.
Utterer’s meaning as well as nonnatural meaning are pragmatic notions where context,
intentions, and beliefs make all the difference. When it comes to algorithmic detection of
specific features within peoples’ communication it is important with a framework which
can account for pragmatics — i.e. context, intentions, etc. — and not just operates on the
semantic level. This is the Gricean framework — a pragmatic communicative framework —
that can deal with what people mean with their utterances beyond what these utterances
literally or specifically mean.

4. The inevitable: Dretske, Floridi, Fox, and Fallis

Four philosophers and information studies scholars offer themselves as inevitable in regard to
accounts of information, misinformation, and disinformation: Luciano Floridi, Fred Dretske,
Christopher Fox, and Don Fallis. Their accounts all fall within philosophy of information —an
intersection between analytical philosophy and information studies (cf. See, 2016).

In information studies it has been discussed whether information is a thing
(Buckland, 1991), a sign plus meaning (Mai, 2013), a notion which is not needed
(Furner, 2004), the quality of being informed (Day, 2001/2008), or “the pattern of
organization of matter and energy” (Bates, 2006, p. 1044), to mention a few proposals.
It has also been discussed whether “information” is objective (Bates, 2006) or subjective/
situational (Hjerland, 2007), as well as how it is related to truth and meaning (Budd, 2011).
Further, there is the question of the relation between so-called information theory — i.e.
Shannon’s (1948) Mathematical Theory of Communication — and information studies.
Thus, Cornelius (2002) offers an overview of information theory in information studies
from Shannon’s statistical information to semantic information to the cognitive turn with
Brookes’ (1980) “fundamental equation of information science” (Cornelius, 2002, p. 407).
According to Cornelius (2002) much of the discussions stems from the influence of
Shannon’s idea within information studies. Thus, Cornelius (2002) argues, “[p] roblems
connected with this model [Shannon’s model] have remained with us. Some of the concepts
are ambiguous; the identification of information with a process has spancelled the debate;
the problems of measuring the amount of information, the relation of information to
meaning, and questions about the truth value of information have remained” (p. 394).
These various conceptions of information and the accompanying discussions are but a
fraction of what can be found both within information studies and within other disciplines
working with information on a theoretical, conceptual, or technical level.

However, none of these conceptions takes misinformation and disinformation into
account. This is where Luciano Floridi, Fred Dretske, Christopher Fox, and Don Fallis enter
the picture as inevitable: besides accounts of information, they all in some way or other deal
with misinformation and/or disinformation. Grice serves as foundation for general theories
about information, misinformation, and disinformation due to his insights regarding
“meaning” and cooperation in communication and as such already lies underneath many of
the accounts of these notions.

Luciano Floridi is one of the most notable philosophers of information and his account of
semantic information acts as the main reference within the field. Floridi’s work is mainly
centered on information, however, he does offer brief definitions of misinformation and
disinformation, which makes him one of the few who address all three notions (although not
to an extent as to count as a single unified treatment). Floridi’s (2005a, b, 2007, 2011) work on
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semantic information is partly developed from Fred Dretske’s (1981) account of semantic
information. Dretske’s account has been, and continues to be, hugely influential within
philosophy of information as elsewhere. As Cornelius (2002) writes “[mJuch of the recent
literature on information outside information science centers on Dretske’s (1981) work”
(Cornelius, 2002, p. 416). This alone makes Dretske inevitable. Further, Dretske (1981) offers
an account of misinformation in terms of misrepresentation. Floridi’s notion of
misinformation is a reference to Christopher Fox (1983); one of the few who have dealt
with misinformation explicitly. Thus, Fox’s account of misinformation together with his
account of information is also inevitable. For the notion of disinformation, not much is said
in Dretske, Floridi, and Fox’s work. Dretske (1983) merely mentions the notion in a summary
of his account of semantic information; Floridi (2005b, 2011) offers brief accounts of
disinformation as a by-product of his account of semantic information; and Fox (1983) does
not mention the notion at all. Thus, accounts of disinformation must be found elsewhere.
Don Fallis (2009, 2011, 2014, 2015) has developed the most elaborate and thorough accounts
of disinformation based on the literature on lying, misleading, and deceiving. James Fetzer
(2004a, b) has also analyzed the notion of disinformation — and he argues against Floridi’s
notion of semantic information. However, Fallis’ accounts of disinformation are more
extensive than Fetzer's as Fallis explains more varieties of disinformation than
Fetzer accounts for. Further, Fallis’ analyses of disinformation are developed as direct
replies to Fetzer (2004a, b) and Floridi (2005b, 2011) and comes with brief definitions of
misinformation and information. Fallis is also one of the few who address all three notions.

For these reasons — and due to the fact that Grice plays an increasingly important role
within their various definitions of information, misinformation, and disinformation — the
main focus in this paper will be the accounts put forth by Dretske, Floridi, Fox, and Fallis as
the foundation for analyses of information, misinformation, and disinformation.

4.1 Dretske: information is objective

Within philosophy of information — understood as the intersection between analytical
philosophy and information studies — the multiple accounts of information roughly falls
within two categories of research. Either the notions of information has the form of technical
terms developed for specific uses and purposes; or the notions have the form of overall terms
developed to capture “the ordinary sense” of information (for an overview cf. Adriaans, 2012;
Adams and de Moraes, 2016; Capurro and Hjerland, 2003; Floridi, 2005b; Furner, 2010, 2014;
Robinson and Bawden, 2014).

An exception from this general picture is philosopher Fred Dretske’s (1981) account of
semantic information as Dretske tries to do both at once. Dretske’s account of information is
developed as part of an information-theoretic account of knowledge with the ultimate purpose
of explaining behavior — i.e. a technical notion of information for a specific purpose. However,
at the same time Dretske tries to capture the ordinary concept of information which,
in his view, is connected to knowledge, news, learning, and intelligence. Dretske’s (1981)
seminal work Knowledge and the Flow of Information in which he develops the semantic
notion of information has proved rather influential within philosophy of information, where it
serves as the reference — almost the origin — of a truth-requirement for information
(e.g. Adams and de Moraes, 2016; Adriaans and van Benthem, 2008; Budd, 2011; Capurro and
Hjerland, 2003; Cornelius, 2002; Fallis, 2009; Floridi, 2005a,b, 2011; Furner, 2010;
Godfrey-Smith, 1989; Mai, 2013; Robinson and Bawden, 2014; Scarantino and Piccinini, 2010;
The IT Research Network, 2013).

Dretske’s (1981) account of semantic information, which is based on Shannon’s (1948)
Mathematical Theory of Communication[3], came with a turn in analytic philosophy when
the interest in formal modeling was renewed. Formal modeling[4] had been suppressed since
the late 1940s because of the ordinary language turn in analytic philosophy. Due to the



ordinary language turn earlier proposals for an account of semantic information — such
as Carnap and Bar-Hillel's (1952) — had been more or less ignored (The IT Research
Network, 2013). Thus, Dretske’s account of semantic information came at a time when
analytic philosophy as a field was ready to appreciate it and respond to it, which made it
hugely influential.

On Dretske’s account information is an objective and truthful commodity. It is
objective in the sense that it exists in the world independent of agents. Information is true
and objective because it consists of signals about events or states of affairs — i.e. signals
that carry information that some condition has obtained. Information carrying signals is
the legacy from Shannon’s (1948) Mathematical Theory of Communication, but where
Shannon was only concerned with the amount of information which traveled from sender
to receiver, Dretske’s addition is the semantic aspect, the informational content. In other
words, Dretske is interested in which information, which the signal carries. In his efforts
to describe information as an objective commodity, Dretske relies on Grice’s (1957)
distinction between natural and nonnatural meaning (cf. Section 3). Thus, Dretske stresses
that information is equivalent to natural meaning, whereas it must be distinguished from
“Grice’s nonnatural meaning, the sense of meaning that is relevant to language and
semantic studies” (Dretske, 1981, p. 242, footnote 9). Nonnatural meaning is ascribed to
information by agents when they interact with it. It is in this ascription that
misrepresentation, mistakes, and thereby falsity can occur. Mistakes are the consequence
of misrepresentation. Misrepresentation occurs when the informational link between
an information source and a type (e.g. a semantic structure) is not preserved in a token
(e.g. a belief) of that type, which means that the belief can be false (Dretske, 1981).
Misrepresentation as the generator of, for example, false beliefs is the source of
misinformation on Dretske’s account[5].

To put it short, in Dretske’s (1988) view, information is an “objective, mind-independent,
indicator relation. [...] Talking about information is yet a third way of talking about the
fundamentally important relation of indication or natural meaning” (pp. 58-59). Thus,
information is equivalent to natural meaning in Grice’s sense. It is the signals about sources.

4.2 Florvidi: information is true

Dretske’s account of semantic information as an inherently truthful concept has also
influenced the most notable philosopher of information, Luciano Floridi. Floridi’s notion of
semantic information is the outset of most discussion within philosophy of information
independent of whether one agrees with his definition or not.

Floridi (2005a, 2008) stresses that information is a polymorph and polysemantic
concept and thus limits his account of information to the specific kind of declarative,
objective, semantic information, so-called DOS-information. With Dretske (1981) and Grice
(1989/1991)[6] in hand Floridi (2005a) argues that the Standard Definition of (semantic)
Information (SDI), which stipulates that information is well-formed, meaningful data,
needs revision. “According to SDI, alethic values are not embedded in, but supervene on
semantic information [...] meaningful and well-formed data qualify as information,
no matter whether they represent or convey a truth or a falsehood or have no alethic value
at all” (Floridi, 2005a, p. 359). It follows that tautologies are information and that
“false information (including contradictions), i.e. misinformation, is a genuine type of
DOS-information, not pseudo-information” (Floridi, 2005a, p. 359). For Floridi, this is an
intolerable and indefensible result. In his view it causes semantic erosion and he argues
that the adjective “false” in “false information” functions attributively and negates the
noun “information.” For Floridi (2005a) DOS-information has to be inherently truthful
wherefore SDI cannot be a standard definition of DOS-information in his view. Thus,
calling it the Dretske-Grice approach, Floridi adds a truth-condition to SDI and arrives at a
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revised standard definition of semantic information (RSDI) which states that semantic
information is “well-formed, meaningful and truthful data” (Floridi, 2005a, p. 367, 2011, p. 80).

On Floridi’s account, “false information” is an oxymoron with the more proper name
“misinformation” which is not a kind of information due to its falsity. More specifically
Floridi (2005b) argues that “[w]hen semantic content is false, this is a case of misinformation
(Fox, 1983). And if the source of misinformation is aware of its nature, one may speak of
disinformation” (Floridi, 2005b, Section 3.2.3). In some of his newer writings, Floridi has
slightly changed the definitions of misinformation and disinformation such that
“misinformation is “well-formed and meaningful data (i.e. semantic content) that is false.”
“Disinformation” is simply misinformation purposefully conveyed to mislead the receiver
into believing that it is information” (Floridi, 2011, p. 260). However, what is unchanged
between the different definitions is that Floridi distinguishes between information and
mis-/disinformation in terms of truth and falsity.

In other words, Floridi defines information, misinformation, and disinformation as
semantic content where information is the truthful[7] part, misinformation is the false part,
and disinformation is a subcategory of misinformation denoting the purposefully
misleading part of false semantic content. The truth requirement for information is partly
derived from Grice.

4.3 Fox: information is communication

Floridi refers to Fox (1983) in his definition of misinformation. In contrast to the notion
of information, where more accounts have been developed than one can ascertain,
only a few accounts of misinformation and disinformation have been put forth. Thus,
Christopher Fox (1983) is one of the few researchers who have developed a genuine
account of misinformation. Fox’s account is developed in parallel to an account of
information — or, in fact, it is the notion of information that is analyzed and tested,
and then the conclusions are extended to include misinformation as well. Fox’s idea is
that information and misinformation behave in the same way with the sole difference
that misinformation is necessarily false, whereas, information is alethically neutral[8].
For Fox (1983) information and misinformation are bound by language as they are defined
as propositions expressed by sentences. In order for information or misinformation to be
present, the agent expressing some proposition by a sentence must be in a position to
know whether the proposition is true and the sentence must be heard and understood by
another agent. These last two requirements (that the informer is “in a position to know”
and that the informee “hears and understands”) are derived from analyses of the acts of
informing and misinforming. For Fox, informing and misinforming are kinds of telling
which — in contrast to saying — requires that the one being told hears and understands
what is being said[9]. “Informing” is then that specific kind of “telling” which requires that
the informer “is in a position to know that P.” That the agent has to “be in a position to
know that P” does not mean that he necessarily has to know whether P. It simply means
that it in some way should be possible for the agent to know whether the proposition is
true or not — i.e. that he has “adequate justification to support a belief concerning whether
p is the case” (Fox, 1983, p. 179). In order to specify the relation between information
(misinformation) and the act of informing (misinforming) Fox (1983) works with, what he
calls, a “truism.” The “truism” says that “Information is that which is conveyed when X
informs Y that P” (p. 190).

Throughout his philosophical analyses of information and misinformation Fox adheres
to Grice’s cooperative principle and its maxims (cf. Section 3) in order to explain why
information, misinformation, inform, and misinform function as they do. For instance,
Fox (1983) analyses whether “inform” (and thereby “information”) entails truth and whether
“misinform” (and thereby “misinformation”) entails falsity. These analyses are conducted



through a consistency test that is based on Grice’s cooperative principle and its maxims.
The idea is that if P entails Q then the statement “P and Q” exhibits a performance oddity —i.e.
the resulting sentence sounds odd — whereas there is no performance oddity in “P and Q” if P
does not entail Q. It is the oddity, which Fox explains in terms of violations of Gricean
maxims — 1e. it is maxim violations within specific sentences that give rise to the oddities.
Further, Fox uses the cooperative principle and its maxims to explain why there is a default
association between information and truth although he concludes that “inform” and
“Information” do not entail truth. The idea is that “if “inform” were used in lieu of “misinform”
when P is believed to be false, then either one would not be as informative as required by
maxim (1), or one would be obliged to state further that P is false, which violates maxim (4).”
(Fox, 1983, p. 160).

It is important to note that Fox’s account of information and misinformation is bound by
language. For Fox information and misinformation are expressed linguistically. Non-verbal
information and misinformation seem impossible on Fox’s account as information and
misinformation are defined as propositions expressed through sentences. The linguistic
constraint for information and misinformation is not shared by Dretske, Floridi, and Fallis.

Just as Grice’s cooperative principle and its maxims has an influence on the notions of
information and misinformation — on Fox’s account — the cooperative principle and
especially the notion of implicature has an influence on the notion of disinformation.

4.4 Fallis: information is representation

The most extensive, thorough, and detailed accounts of disinformation have been developed
by Don Fallis. Through multiple conceptual analyses Fallis (2009, 2010, 2011, 2014, 2015)
works his way through the various definitions of disinformation, lying, misleading, and
deceiving. Fallis’ goal is to develop a conceptual account of disinformation,
which encapsulates all the intuitive senses and different types of disinformation — such as
visual disinformation, side effect disinformation, true disinformation, and adaptive
disinformation — while excluding honest mistakes, satire, and jokes.

Fallis (2011) evaluates the three different formulations of disinformation, which Floridi
offers in his writings. At a first glance Floridi’s formulations look like a single account in
different phrasings, however, according to Fallis (2011), they constitute three separate
accounts — accounts which are either too broad or too narrow — or both at once. Where
Floridi’s (2005a) account of disinformation is formulated in contrast to his semantic notion of
information, Fallis (2014) chooses a different approach. Based on Grice’s (1957) account of
meaning and his Cooperative Principle (Grice, 1967) (cf. Section 3) — as well as the literature
on lying, misleading, and deceiving — Fallis (2014) arrives at an account where
“disinformation is information that is intentionally misleading. That is, it is information
that — just as the source of the information intended — is likely to cause people to hold false
beliefs” (Fallis, 2014, p. 137). In order to capture adaptive (or evolutionary) disinformation
Fallis (2015) broadens the definition such that “disinformation is misleading information
that has the function of misleading someone” (Fallis, 2015, p. 413). Fallis (2015) specifies that
a function can be acquired in two different ways either by evolution or by design — in both
cases the misleading is non-accidental:

Disinformation can acquire the function of misleading people in either of these two ways.
Most forms of disinformation, such as lies and propaganda, are misleading because the source
intends the information to be misleading [designed function]. But other forms of disinformation,
such as conspiracy theories and fake alarm calls, are misleading simply because the source
systematically benefits from their being misleading [evolved function] (Fallis, 2015, p. 413).

In both formulations of disinformation, Fallis defines information as “something that has
representational content” (Fallis, 2014, p. 137) regardless of its truth value. Fallis (2015)
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elaborates “information is something that represents some part of the world as being a
certain way. In other words, it is something that has semantic (or representational)
content [...]. For instance, the text “The cat is on the mat” represents the cat as actually
being on the mat; also a photograph of the cat can represent it as being on the mat.”
(Fallis, 2015, pp. 404-405). However, the cat need not actually be on the mat in order for the
text to represent it. As Fallis puts it “I take the term information to refer to
representational content that is false, as well as to representational content that is true”
(Fallis, 2015, p. 406). Thus, on Fallis’ account information is alethically neutral in the sense
that “meaningful and well-formed data qualify as information, no matter whether they
represent or convey a truth or a falsehood or have no alethic value at all.” (Primiero, 2016,
p. 101) — to put it in Floridian terms.

The Gricean implicature lies underneath both formulations of disinformation as
“misleadingness” — in the literature on lying, misleading, and deceiving — is defined in terms
of Gricean implicatures. Thus, something can become misleading due to the implicatum of
the utterance. That is, it is the meaning of the implicature, which can render the utterance
misleading. It is important to note that according to Mahon (2008) “misleadingness” is
simply a feature of causing someone to hold a false belief independently of the means used
to cause this false belief. Thus, in addition to implicatures, “misleadingness” can result from
inaccuracies and mistakes, and can be generated by language, by pictures, or by gestures
and other non-verbal acts.

Although the main focus is on disinformation, Fallis (2014, 2015) also provides some brief
definitions of misinformation. Roughly put, misinformation is simply inaccurate
information — that is, inaccurate representational content — of various kinds. Thus, in a
footnote Fallis (2015) writes: “We should probably say that misinformation is information
that is inaccurate and misleading; in fact, according to Skyrms (2010, p. 80), misinformation
simply is misleading information” (Fallis, 2015, p. 423, note 7). On Fallis’ accounts it is the
intentional or non-accidental misleading which distinguishes disinformation from
misinformation. “Inaccurate information (or misinformation) can mislead people whether
it results from an honest mistake, negligence, unconscious bias, or (as in the case of
disinformation) intentional deception” (Fallis, 2014, p. 136).

Thus, Fallis defines information, misinformation, and disinformation as representational
content, where it is further specified that misinformation is inaccurate and misleading and
disinformation is intentionally or non-accidentally misleading. The misleadingness is often
generated through Gricean implicatures — especially in instances of disinformation.

5. Discussion

Each of these four philosophical accounts have different implications — and complications — for
the possibility of automatic detection of misinformation or disinformation on the internet
and they have different problems with regard to the definitions of information,
misinformation, and disinformation. The interconnections between these three
notions — as well as the definitions of each notion — are not very clear. However,
the four philosophical accounts provide some insights with regard to the underlying
assumptions guiding the goal of automatic detection. For instance, the PHEME-project’s
adherence to detection of truth and falsity as determinant for information vs mis- and
disinformation can be found in the accounts by Dretske and Floridi and as such
follows a tradition within philosophy of information. However, the accounts by Fox and
Fallis question this assumption as they operate with alethic neutrality for information.
Thus, further discussions of information, misinformation, and disinformation are
required in order to get a clearer picture of the interconnections of these notions
and thereby to get a clearer picture of how to define information, misinformation, and
disinformation, respectively.



5.1 Misinformation vs disinformation

If we, for a moment, return to the detecting-projects one of the main challenges is the
distinction between misinformation and disinformation. Recall that it is the definitions of
misinformation, which vary the most between the four projects examined (cf. Section 2).
The variations regard the question of intentions — is misinformation intended or unintended
inaccuracy or falsity? Both the detecting-projects and the philosophical accounts
acknowledge that there is a difference between misinformation and disinformation, yet it
is not very clear what that difference actually is.

Within common dictionaries[10] and the journalistic literature[11] on misinformation
and disinformation — i.e. the sources the detecting-projects adhere to — two different tracks
are present. Either, misinformation and disinformation can be treated as synonyms,
or they can be distinguished in terms of intentions and deception — that is, to define
misinformation as unintended false, inaccurate, or misleading information and to
define disinformation as false, inaccurate, or misleading information intended to deceive
and/or mislead. The common trend within journalism seems to be to treat the two notions
as synonyms and generally to stick with the notion of misinformation to denote all
kinds of false, misleading, inaccurate, and deceptive information (e.g. Thorson, 2016;
Wardle, 2017). The use of “misinformation” in lieu of all false or inaccurate content
(i.e. intended, unintended, misleading, deceiving, and the like) underpins an understanding
of the difference between information and misinformation in terms of truth and falsity.
Information is the true part that shall be preserved, guarded, enhanced, and spread.
Misinformation is the false part that shall be avoided, combated, suppressed, and stopped.
When misinformation and disinformation are treated as synonyms there is no
differentiation between intentional and purposeful misleading and unintended
misleading such as honest mistakes, inaccuracies due to ignorance, etc. Thus, all kinds
of misleadingness are treated equally and the goal becomes to guard against them all.

Within the theoretical and philosophical accounts of information, misinformation,
and disinformation it is more common to treat misinformation and disinformation as two
distinct notions instead of treating them as synonyms (e.g. Dretske, 1983; Floridi, 2005b,
2011; Fallis, 2009, 2011, 2014, 2015). The treatment of misinformation and disinformation
as two distinct notions is in line with the general conception — within the literature on
lying, misleading, and deceiving — that it is necessary to distinguish between lies
(believed-false statements), misleadingness (based on inaccuracies or implicatures both
verbal and gestural), and deception (successful and intentional misleading and lying)
(cf. Mahon, 2008). The distinction between misinformation and disinformation is cast in
terms of intentions and possible deception: misinformation is defined as false or
inaccurate content in general and then disinformation is defined as that part of
misinformation which is purposefully false, inaccurate, or misleading (and possibly
deceptive) — i.e. the intended or intentionally/non-accidentally misleading part. Note that
when disinformation is defined as the purposeful misleading part of misinformation,
then there are no requirements for misinformation in terms of intentions and
intentionality. For instance, it cannot be specified that misinformation is unintended
misleading when disinformation as intentional misleading is a part of misinformation.
Intentional misleading cannot be a subset of unintended misleading.

However, as misinformation is often referred in terms of honest mistakes, bias, unknown
inaccuracies, ignorance, and the like[12] and a distinction between misinformation and
disinformation is upheld it is reasonable to define the two notions as fully distinct concepts,
where disinformation is not a part of misinformation. To single out disinformation as a fully
distinct concept from misinformation enables a specification of misinformation as
unintended misleading due to inaccurate or false content (cf. See, 2016). More specifically,
I define misinformation as unintended misleadingness, inaccuracy, or falsity, whereas
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disinformation is defined as intentional misleadingness, inaccuracy, or falsity. Thus,
the distinguishing features between misinformation and disinformation are intentions and
intentionality: The unintended vs the intentional (non-accidental) misleadingness,
inaccuracy, and/or falsity[13]. “Misleadingness” is understood as the quality of being
misleading. “Misleading” is the ability to lead others astray — to lead them in the wrong
direction — for instance by having a propensity to cause false beliefs. It can be further
emphasized that misleadingness is not a success term (Fallis, 2015; Mahon, 2008).
This means that something can be misleading independent of whether someone is actually
misled — as long as it has a propensity to mislead. Thus, misinformation and disinformation
as defined in terms of misleadingness are not success terms either. According to
Mahon (2008) deception is an achievement or success term. Thus, disinformation is not
always deceptive. Disinformation can be deceptive, and is deceptive when it works and
someone is actually misled, but it is not necessarily deceptive. Therefore, deception is not a
necessary characteristic of disinformation.

5.2 True disinformation

Throughout his writings on disinformation, lies, and deception, Fallis (2011, 2014, 2015)
argues in favor of true disinformation as a specific verbal or linguistic variety of
disinformation. True disinformation obtains its misleadingness due to a false Gricean
implicature. False implicatures are implicatures where the implicatum — ie. what is
implicated — is false. The specific feature of true disinformation is that the false
implicature is made by saying something true. That is, what is literally said (or written) is
true but what is implicated (the implicature) is false, whereby the utterance (or post/tweet)
as a whole becomes misleading. A classic example of a false implicature is Adler’s (1997)
Nevada-example, which is rehearsed in Fallis (2014): “For instance, if a villain who means
to harm my friend asks me where he is, I might truthfully reply, ‘He’s been hanging
around the Nevada a lot’ intending the villain to draw the false conclusion that my friend
could be at this diner now (see Adler 1997, pp. 437-438).” (Fallis, 2014, p. 138). Thus, if the
implicature works the villain is misled into believing something false by an utterance of
something literally true.

“Falsely implicating” is widely accepted as a vehicle for misleading (Adler, 1997;
Grice, 1967; Mahon, 2008; Stokke, 2013; Webber, 2013). To falsely implicate — i.e. to say
something literally true and implicate something false — is the mechanism which Fallis
(2011, 2014, 2015) terms true disinformation when it is intentional or non-accidental. When
true disinformation spreads, for instance through an online network, the intention to
mislead — or the foreseeability that something is misleading — might disappear. If someone is
misled by true disinformation and chooses to pass it on with the belief that it is accurate,
genuinely true, and non-misleading (or simply without realizing that it is misleading) then it
is a case of unintended misleading. However, that the intention to mislead is gone does not
alter that it is a case of falsely implicating while saying something literally true. Thus, Fallis’
argument in favor of true disinformation can be extended in order to account for true
misinformation as a new variety of misinformation — i.e. the unintended misleading by a
false implicature in saying something which is literally true (cf. See, 2016 for the full
argument of this extension). As already mentioned, implicatures are not the only means for
generating misleadingness. According to Fallis (2015) and Mahon (2008) it is possible to
deceive (i.e. intentionally and successfully mislead) through acts of omission. In these cases
the deception is caused by the leaving-out of some information, which, if it was provided,
would have prevented the misleading. In the same way true disinformation and true
misinformation can be generated through acts of omission or negligence — where such acts
might not count as false implicatures (e.g. if they are non-verbal). If something
(an utterance, a picture, etc.) in itself is truthful but becomes misleading due to omission of



vital details then it is a case of true disinformation. If the omission is the result of a mistake
or negligence, etc. then it is a case of true misinformation.

True disinformation and the extension to true misinformation is a problem for the
detecting-projects because it challenges the true/false dichotomy for information vs mis- and
disinformation. If only truth and falsity are detected then true misinformation and
true disinformation will not be detected as misinformation and disinformation. To borrow
the terminology from Floridi, true mis- and disinformation will count as well-formed,
meaningful data, which is truthful. That is, due to the literal truth, yet misleading character,
of what is written true misinformation and true disinformation enter the domain of
information and will be detected as such. Otherwise, the algorithms should be able to detect
the falsity of the Gricean implicatures. That means that the algorithms should be able to
work out the implicature and recognize the discrepancy between the literal meaning and the
meaning of the implicatum and further be able to recognize that the meaning of the
implicatum is misleading within the specific context. Further, in order to capture cases of
omission or neglect, the algorithms should be able to “know” what has been left out — i.e.
what has been omitted or neglected.

In order to emphasize that the true/false dichotomy does collapse due to the possibility of
true mis- and disinformation it is worth considering a possible objection to the argument.
The objection is that the true/false dichotomy is not actually challenged by true mis- and
disinformation and cannot easily be abandoned. At the core of the objection lies
the argument that something false will always be present in cases of misleadingness — e.g.
the false implicatum of an implicature — thus, in the end it will always be a matter of
truth-values. However, in cases of misleadingness by omission, neglect, or ignorance it is not
clear that anything false needs to be present besides the false beliefs obtained by those who
are misled. The true/false dichotomy for information vs mis- and disinformation is
formulated in connection to semantic content only. Thus, it can neither account for
pragmatic meaning generated by implicatures nor the beliefs obtained based on any
semantic content — misleading or not. Further, it is not clear how a false belief caused by
misleadingness due to inaccuracy, neglect, omission, and the like could be regarded as part
of the content of the misinformation or disinformation. If the false belief is somehow
included as part of the content then every proposition, utterance, picture, gesture, etc. — i.e.
all semantic content — run the risk of including something false. Such a result seems to
preclude a distinction between misleadingness and non-misleadingness in the first place as
everything becomes potentially misleading in case anyone obtains a false belief.

Implicatures can also work in the other direction in the sense that it is possible to
implicate something true by saying something, which is literally false. This is for instance
the case with satire and irony. Most often satire and irony are not misleading because the
implicature is true and most people will understand the implicature — they will work it out.
However, this does not change the fact, that what is literally said is false. This means, that if
only truth and falsity are detected for then satire and irony would be detected as
misinformation due to their false semantic content. If the purposefulness of the falsity —i.e.
that satire and irony are made intentionally — is taken into account by the algorithms then
satire and irony would be detected as disinformation.

As already mentioned, the implication of true misinformation and true disinformation for
the purpose of automatic detection is that the mere detection of truth and falsity on a
semantic level will not provide the correct classification of information, misinformation, and
disinformation in all instances. True misinformation and true disinformation will end up in
the information category and will not be detected as misinformation and disinformation.
As the possibilities of true misinformation and true disinformation are based on the notion
of false implicature and acts of omission which are widely accepted in the literature on lying,
misleading, and deceiving, as well as foreseen by Grice himself, it cannot easily be argued
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that these possibilities should not be accounted for in automatic detection. Thus,
the detection of truth as an indicator of information cannot be upheld.

The collapse of the true/false dichotomy for distinguishing between information and
mis-/disinformation has the further implication that something else must be the
distinguishing feature of these notions. As implicatures can work in various ways and in
both directions — false implicatures by saying something true, true implicatures by saying
something false, true implicatures by saying something true, false implicatures by
saying something false — it seems that in the end, what matters is whether what is said,
written, or posted, etc. is misleading or not. Thus, it is possible to distinguish between
information and mis-/disinformation in terms of non-misleadingness and misleadingness.
Together with the distinguishing feature of intention/intentionality it is possible to speak
of information as intentional non-misleading, misinformation as unintended misleading,
and disinformation as intentional (non-accidental) misleading, where all three notions are
alethically neutral, which means that they do not have fixed truth-values. All three notions
can be referred to collectively as representational content in general.

5.3 Fualse vs musleading

The notion of implicature as a vehicle for misleadingness (as well as part of language
in general) implies that misinformation and disinformation (as well as information)
are pragmatic notions. (Bear in mind that implicatures are not the only vehicles for
misleadingness, but they are the specific vehicles that together with acts of omission enable
true disinformation and true misinformation causing the true/false dichotomy to collapse.)
Some semantic content can become misleading because it — besides its semantic and literal
meaning — has a pragmatic meaning which lies beyond what is literally said and which
implicates something that is inaccurate. Thus, pragmatic meaning is not necessarily
misleading in itself. The misleadingness is determined by the connection of, or interplay
between, various factors: the context of the utterance, the semantic meaning, and the
pragmatic meaning. In order to detect misleadingness, for instance, as a feature of Gricean
implicatures, one must be able to assess the context, the semantic meaning, and the
pragmatic meaning. In Gricean words, one must be able to “work out” the implicature — that
is to be able to make the right inferences — and then be able to recognize that the implicature
is misleading. This means that the detecting-algorithms have to be able to work on a
pragmatic level (which includes context, utterer's meaning, intentions, and beliefs, etc.)
and not just on a semantic level. Otherwise, the algorithms will not be able to detect
misinformation and disinformation. In other words, misleadingness is a pragmatic feature of
meaning. Also in cases of omission — especially if these are intentional or non-accidental —as
pragmatic meaning has a part to play here as well (recall nonnatural meaning as a
pragmatic notion defined in terms of utterers’ intentions). Thus, in order to detect
information as intentional non-misleading, misinformation as unintended misleading, and
disinformation as intentional (non-accidental) misleading the algorithms will have to employ
two distinguishing features: intentions/intentionality in order to discriminate between
something which is unintended and something which is intentional; and pragmatic meaning
in order to discriminate between non-misleadingness and misleadingness.

Thus, there is shift from detection of falsity to detection of misleadingness as pointing to
misinformation and disinformation. As well as a shift from detection of truth to detection of
non-misleadingness as pointing to information.

Intentions and misleadingness (as a pragmatic feature of meaning) point to Grice’s
distinction between natural and nonnatural meaning. The algorithms have to work within
the domain of nonnatural meaning — ie. the kind of meaning which is determined by
conventions, language, and intentions. In short, communication and the cooperative
principle. Every tweet, Facebook post, meme, etc. is made within a specific context.



Behind them lie specific intentions, beliefs, or other mental states, as to why the tweet is
made, the post is written, the picture is shared, etc. If the algorithms deploy a notion of
information as fact, states of affairs, necessarily true, or the like — i.e. deploy a Dretskian
notion of information as natural meaning — all these features, context, meaning,
intentionality, etc. are lost within the detection.

For instance, in Grice’s example of Mr X who is requiring a testimonial for a job
application (cf. Section 3.2) the implicatum of:

1) “Mr X’s command of English is excellent, and his attendance at tutorials has been
regular” (Grice, 1967, p. 33);

can only be worked out in connection to the context of Mr X applying for a philosophy job.
If this context is not taken into account the intention behind the statement, the utterer’s
meaning, is lost and the statement is reduced to its semantic and literal meaning.
The implicatum that Mr X is no good at philosophy is lost. In Grice’s original example,
the implicature about Mr X is a true implicature — that is, it is correct that IMr X is no good at
philosophy. However, statement (1) could be used to make a false implicature in a case
where Mr X was in fact good at philosophy but the writer of the testimonial for some reason
wanted to mislead the receiver about this. In such a case, the true statement that Mr X is
good at English, etc. will be true disinformation about Mr X because it falsely implicates that
he is no good at philosophy while truly stating that his command of English
is excellent, etc. Thus, statement (1) is literally true in both instances but dependent on
the context it is either intentional non-misleading information implicating a lack of
philosophy skills or it is intentionally misleading and thereby true disinformation falsely
implicating a lack of philosophy skills. In yet other contexts, the implicatum might be
something completely different.

Truth and falsity are not very useful categories by themselves when it comes to
distinguishing between information, misinformation, and disinformation in any form and
variety — in natural language, through pictures or gestures — and especially not when it
comes to actions which in themselves cannot be true or false (they can be right or wrong)
but can still truly or falsely implicate all various sorts of things in different contexts.

For instance, if Ben buys a book for his friend online, then the company selling the book
algorithmically collects and stores Ben’s purchase as a piece of information. If the
algorithms deploy a Dretskian notion of information and are assumed to operate within a
domain of natural meaning, then the underlying assumption is that the purchase is
information about Ben — in some sense. Thus, Ben’s purchase feeds into the pile of
information connected to him. It is not reflected within the algorithmic collection of the
purchase that the book is for Ben’s friend and therefore does not necessarily say anything
about Ben’s reading habits and preferences — it only says something about Ben’s actual
purchase. Actually, it might be that Ben’s friend loves Sci-Fi novels while Ben himself is
more into biographies. Thus, if the purchase of a Sci-Fi novel for Ben’s friend is
algorithmically collected as information in the Dretskian sense (i.e. as natural meaning)
it follows that the purchase is collected as (truthful) information related to Ben. The default
assumption seems to be that Ben buys the Sci-Fi novel because he likes it or likes books of
that type — at least it seems to be the default assumption guiding the recommender systems
which will tell Ben about “other books you might like.” When the algorithmic data collection
does not reflect that the purchase is for Ben’s friend, the purchase becomes misleading in
regard to Ben’s preferences — the data are fed into the recommendation for Ben.
The collected data correctly reflects that Ben bought the Sci-Fi novel, however, it is not
truthful information about Ben’s preferences in books. This Ben example is an illustration of
how algorithms can enable misleadingness through default assumptions about the truthful
nature of links between people and their actions. It is an illustration of non-verbal
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misleadingness executed by algorithms based on the assumptions the developers of these
algorithms build into them. The problem for Ben is that the context of his purchase — that
the book is for a friend — is not taken into account. These examples (i.e. “Ben” and “Mr. X”)
further illustrate that the mere detection of truth and falsity — which seems to be the current
strategy for the algorithms designed to detect misinformation and disinformation — will not
yield the appropriate results on various occasions as to what is actually misinformation and
disinformation. As already stated what counts in order to distinguish between information,
misinformation, and disinformation is whether some semantic content is non-misleading or
misleading and whether the misleadingness is intentional (non-accidental) or unintended.
These distinctions hold for all the varieties of disinformation and misinformation. Adaptive
disinformation, visual disinformation, true disinformation, disinformation by omission,
and side-effect disinformation are all instances of intentionally/non-accidentally misleading
information. True misinformation, honest mistakes, and misinformation by neglect are all
instances of unintendedly misleading information.

5.4 Algorithms as communicative actions

To detect whether something is misleading or not is a difficult task (if not impossible).
Misleadingness as a pragmatic feature of meaning is generated through a mixture of
context and content. Whether some content (i.e. representational content of any kind) in a
specific context is misleading for a given person is further determined by what that person
knows in advance and therefore what he is willing to believe. What people know in advance
and thereby whether some content is misleading for them or not is very difficult to take into
account when assessing whether some tweet, picture, or Facebook post is misleading or not.
It varies with each individual. Furthermore, as already mentioned misleadingness is not a
success term (Mahon, 2008). This means that nobody actually has to be mislead. Thus, some
content can be misleading without actually misleading anybody. Therefore, Fallis (2015)
argues that for something to be disinformation it has to have the propensity to mislead — that
is, it has to be more likely to create false beliefs than not. “It should be noted that while a piece
of disinformation must have the propensity to mislead, it does not have to actually mislead
someone on any given occasion. Just like lying, disinformation is not a success term”
(Fallis, 2015, p. 406). Thus, it should be possible to assess whether or not something has the
propensity to mislead (ie. to assess misleadingness) without having to know what every
possible receiver knows in advance.

Whether automatic detection of misinformation and disinformation is possible is a
question of whether automatic detection of misleadingness/non-misleadingness and
intentions is possible. Blair (1992) makes an important point — in connection to information
retrieval — which bears some influence on the possibility of automatic detection. Blair (1992)
argues that one of the main reasons why Grice (1967) is significant for information retrieval is
that “Grice showed that the decoding theories could not account for, among other things, how
a hearer could tell when a speaker mis-spoke: for example, when the speaker made a mistake
or lied (ie. simple decoding theories would always take language literally, something that is
clearly not the case in natural discourse).” (Blair, 1992, p. 204). When natural language, and
especially implicatures, are involved the question for automatic detection is a question of
pragmatics — that is, whether algorithms will always take language literally or whether they
can detect the pragmatic features of natural discourse (communication). Add to this all the
examples of non-linguistic communication — pictures, gestures, etc. — which can also generate
misleadingness and thereby be instances of misinformation or disinformation.
In the non-linguistic cases the misleadingness is also a pragmatic feature of meaning
generated through a mixture of context and content. Misleadingness operates in the domain of
nonnatural meaning — the kind of meaning explained in terms of people and their intentions to
communicate certain things.



Goffey (2008) makes a similar point in his chapter on algorithms from Software Studies:
A Lexicon: “Because pragmatics connects language to extrinsic factors, it becomes
impossible to conceptualize a language as a self-sufficient system closed in on itself.”
(Goffey, 2008, p. 17). The challenge is that “with algorithms, formalization comes first,
the express aim being to divorce (formal) expression from (material) content completely.”
(Goffey, 2008, p. 17). Goffey’s point is that the pragmatics have been neglected as syntax and
semantics have been seen as sufficient for algorithmic operations causing “the leap from the
theoretical world to the practical world a difficult one to accomplish. Always the trivia of
implementation details.” (Goffey, 2008, p. 17). These insights marks the beginning of a
bursting literature on algorithms as cultural phenomena and as such question the algorithm
as a neutral and formal entity[14].

Blair (1992) and Goffey (2008) explicitly deal with natural language and the problems
which arise when natural language has to be translated into algorithms and code. Although
this paper deals with both linguistic and non-linguistic instances of representational content
the points Blair and Goffey make provide some insights as to why pragmatics are not
satisfactorily accounted for in the concepts of information, misinformation, and
disinformation as described by the detecting-projects.

In some sense the detecting-algorithms are themselves communicative actions.
The algorithms are defined and coded in a specific language using if-then rules — sometimes
based on yes/no questions. Thus, within the algorithms lie instructions of the sort “if A then B,
“if Cand D then E”, etc. — i.e. “if false then misinformation”, “if false and intentionally so, then
disinformation” (if the definitions from the PHEME-project are adhered to). Note that these
“linguistic operations” are also exerted over content which is not linguistic in nature (i.e. picture,
emoticons, etc.). The idea of the algorithm as a communicative action bears some resemblance
to Blair's arguments for information retrieval as “communication between indexers and
searchers” (Blair, 1992, p. 204) — ie. asking questions and getting answers. The detecting-
algorithms are, metaphorically speaking, designed to ask “What is this? Is it information, Y/N?
Is it misinformation, Y/N? Is it disinformation, Y/N?” then getting the answers from the tweet,
picture, or post itself. Algorithms as communicative actions further underpins the point that
algorithms operate in the domain of nonnatural meaning (in Grice’s sense). Actually the
formalization, which, as Goffey (2008) points out, comes first in the case of algorithms, already
marks the shift to the domain of nonnatural meaning because formalization itself is
interpretation. Formalization is interpretation and representation and thus, the mere act of
formalizing is already defined by meaning and intentions. Thus, within the formalization
meaning and intentions are present and these become part of the algorithms when these are
coded using the formalizations. Further, the coding itself is based on purpose and functionality
of the algorithm (i.e. what the algorithm is for) together with meanings, ideas, and intentions of
the coder — for instance, to detect disinformation together with what the coder depicts
disinformation to be.

6. Conclusion
People communicate. They communicate in various ways — online, offline, through language,
gestures, and pictures. Even algorithms are communicative actions based on formalizations
and assumptions from their human developers. Sometimes communication can be misleading.
The misleading or erroneous aspects of communication have prompted various attempts to
develop algorithms for automatic detection of misinformation and disinformation in online
social network structures. However, the main focus in these attempts has not been on
communication but instead on truth-values of what is written or posted.

In the four detecting-projects examined in this paper it is truth (as pointing to
information) and falsity (as pointing to mis-/disinformation) which are detected for in order
to identify misinformation and disinformation as opposed to information. The underlying
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assumption is that truth and falsity are the distinguishing features between information and
mis-/disinformation, wherefore, truth and falsity are sufficient and necessary features of
information, misinformation, and disinformation, respectively.

However, the picture is more complicated. The dominant focus on truth and
falsity disregards the communicative aspects of online sharing, posting, liking, etc.
For communication to work context, intention, belief, and meaning makes all the difference.
Whether some post is misleading (intentionally or by mistake) is dependent upon its
meaning — and the meaning (the nonnatural meaning) is determined by the context in which it
is posted and the intentions with which it is posted (recall that nonnatural meaning in Grice’s
theory is reduced to three intentions on behalf of the utterer). This is the insight provided by
the Gricean framework of communication, cooperation, and meaning. Communication is about
meaning in context, and meaning is about intentions (Grice, 1957, 1967).

Within the Gricean insight regarding communication lies the insight that
misleadingness — and not falsity as such — is the vehicle of misinformation and
disinformation. The misleadingness of misinformation and disinformation can be generated by
(false) Gricean implicatures (Fallis, 2014; Mahon, 2008), by acts of omission, by inaccuracies,
etc. What is literally true can implicate something false enabling true misinformation and true
disinformation as varieties of mis- and disinformation. What is literally false can implicate
something true enabling literally false yet non-misleading information. I argue that
these varieties of information, misinformation, and disinformation — where true
misinformation is my development from Fallis’ notion of true disinformation — challenge
the true/false dichotomy for information vs misinformation and disinformation leaving truth
and falsity insufficient for detection of the three notions. This means, that if truth and falsity
are all the algorithms are developed to detect, then the algorithmic classification of
information, misinformation, and disinformation will not yield the appropriate results
on various occasions. For instance, true mis- and disinformation will be categorized as
information, whereas false yet non-misleading information will be categorized as mis- or
disinformation. Therefore, the real distinguishing features between information,
misinformation, and disinformation are non-misleadingness/misleadingness and intentions/
intentionality (where “intentions” also cover the notion of “unintended”).

Information, misinformation, and disinformation are all instances of representational
content in general[15] and are as such alethically neutral — i.e. they can be either true or false
or have no alethic value. In detection of information, misinformation, and disinformation the
primary features to detect are non-misleadingness and misleadingness. Second comes
intention/intentionality in order to distinguish between intentional (non-accidental) and
unintended misleading. This leaves truth and falsity tertiary features, which do not
determine whether something is information, misinformation, or disinformation — although
the representational content in question will often have truth values.

More specifically, the distinction between information, on the one hand, and mis- and
disinformation, on the other hand, is that information is non-misleading (and intentionally so),
whereas misinformation and disinformation are misleading. The distinction between
misinformation and disinformation is then that misinformation is unintended misleading,
whereas disinformation is intentionally (non-accidentally) misleading:

« information: intentionally non-misleading representational content;

- misinformation: unintended misleading representational content; and

. disinformation: intentionally (non-accidentally) misleading representational content.
The “hierarchy” of the distinguishing features — ie. first non-misleadingness/

misleadingness, then intention/intentionality, then truth-values — is in play whether the
detection is algorithmic or done by a human browsing through a newsfeed.



Based on the conceptual clarification of information, misinformation, and disinformation the
question is whether automatic detection of non-misleadingness and misleadingness, intentions
and intentionality is feasible. For instance, non-misleadingness and misleadingness are pragmatic
features of meaning. Especially misleadingness is on the pragmatic side of language because it
can be generated through implicatures which works because of the differences between literal
meaning and utterer's meaning. Thus, to detect non-misleadingness and misleadingness requires
assessment of content, context, literal meaning, intentions, and the like in order to determine the
utterer’s meaning, hence the implicature (if any is present) and to work it out. Also in cases of
non-linguistic representational content (Le. pictures, etc) detection of non-misleadingness and
misleadingness requires assessment of content, context, meaning, and intentions. Therefore, to
automatically detect misleadingness and non-misleadingness requires that algorithms are capable
of working out implicatures and in general determine and “understand” pragmatic meaning.
The writings of Blair (1992) and Goffey (2008) suggest that algorithms do not have this capacity
as they are not capable of dealing with natural language — they are not capable of dealing with
pragmatic meaning. This further suggests that automatic detection of misinformation and
disinformation is not possible. As Goffey points out “with algorithms, formalization comes first,
the express aim being to divorce (formal) expression from (material) content completely.”
(Goffey, 2008, p. 17). However, this seems to conflict with a Gricean understanding of language
where pragmatics are determinant for whether something is misleading or not.

Notes

1. Grice uses the word “utterance” in a neutral way that includes both verbal and non-verbal actions
(cf. section 3.1). Grice’s usage is followed throughout this paper.

2. Meaning is Grice’s second official publication. It was published in The Philosophical Review, 66,
in July 1957. In Studies in the Way of Words (1989) Grice has added the year 1948 to Meaning,
which indicates that it was written nine years prior to its publication.

3. By Dretske referred to as “The Mathematical Theory of Information” or “Communication
Theory” (Dretske, 1981, p. 3 and p. 237, note 1).

4. Fomal modeling is a method for representing the world through mathematically defined models
based on specific rules and equations.

5. ‘[...], false information and mis-information are not kinds of information — any more than decoy
ducks and rubber ducks are kinds of ducks” (Dretske, 1981, p. 45).

6. In relation to some further points about the Quality Maxim (cf. section 3) Grice states that “[flalse
information is not an inferior kind of information; it just is not information” (1989, p. 371).
However, Grice never offers an argument as to why it is so.

7. Floridi uses the word “truthful” rather than “truth” in his definition of semantic information in order
to be able to capture instances of non-linguistic information which are not normally considered to be
true or false. As examples Floridi mentions pictures, maps, gestures, and the like as instances of non-
linguistic semantic information which can be said to be truthful rather than true.

8. Alethic neutrality means that alethic values (i.e. truth-values such as “truth” and “falsity”, or no
alethic value) are not embedded in but supervene on the concept in question (here information).
On Fox’s account misinformation has a fixed alethic value, ie. “false,” whereas information is
neutral regarding alethic values and thus can take both the value “true” and the value “false.”

9. If an utterance is not being heard and understood by anybody, then it is still an act of saying,
but it is not an act of telling (Fox, 1983).

10. For example, Dictionary.com; Merriam-Webster, Learner’s Dictionary; Oxford Dictionaries;
Oxford English Dictionary; Vocabulary.com; collinsdictionary.com; dictionary.cambridge.org;
and macmillandictionary.com.
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11. Cf. Wardle (2016) for an ongoing reading list of journalistic articles on mis-/disinformation.

12. For example, Fallis (2009, 2011, 2014, 2015), PHEME (2014), Karlova and Fisher (2013), and
Shao et al (2016), as well as various dictionaries such as Dictionary.com; Merriam-Webster,
Learner’s Dictionary; Oxford Dictionaries; Oxford English Dictionary; and Vocabulary.com.

13. Fallis (2009, 2011, 2014, 2015) argues in favor of defining disinformation as intentional misleading
rather than intended misleading in order to capture instances of side effect disinformation.
“Intentional” here means a directedness or foreseeability that something is misleading. That is,
even though it is not the intention to mislead it can be foreseen that what is said or written is
misleading and therefore might actually mislead someone. Due to this foreseeability side effect
disinformation is still disinformation even though it is not intended to mislead. Fallis emphasizes
that in most cases disinformation is also intended to mislead.

14. For example, Gillespie (2014), Sandvig (2015), Striphas (2015), Bucher (2016), Burrell (2016),
and Crawford (2016) — to mention a few.

15. This includes all the different varieties of representational content — text, pictures, gestures, etc.
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